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ABSTRACT 

Decisions regarding the implementation and evaluation of data processing 
systems have reflected costly compromises selected from many possible alternatives 
and there is a need for guidelines which can lead to better decisions regarding auto- 
mation utilization and planning.   The AUERBACH process for computer installation 
performance effectiveness evaluation operates on a set of specifications and charac- 
teristics regarding the principal problem tasks of an installation, its computer complex, 
and administrative and financial performance. 

The process provides objective measures of performance efficiency based 
on both quantitative and qualitative data, and provides standards for measuring instal- 
lation effectiveness.     Specifications and characteristics are collected via questionnaires, 
once and only once, in four categories:   computer hardware, extended machine (hard- 
ware/software interaction), software evaluation and problem specification. 

Computer problems can be classified by the environments in which they function, 
the sources from which data is received and its implied sequence, and the response time 
within which the computer system is to react.    Significant hardware and problem char- 
acteristics can be identified, as demonstrated in the AUERBACH VECTOR process (see 
ESD-TDR-64-194) and estimated running time computed.    An extension of this measure- 
ment of computer system performance provides a rating for the performance of a given 
software package on a given piece of hardware by comparing the time derived from the 
hand-tailored coding to the timing resulting from the object program produced by the 
software.   This ratio measures the efficiency of the software on the specific hardware 
configuration.   The aggregate ratios for all the individual performance criteria are used 
to derive a performance standard for a software system. 

Algorithms are used to summarize the raw data elements and a computer pro- 
gram will select data elements, make simple arithmetic combinations of these elements 
into composites, and prepare the data for entry into a statistical analysis.   Stepwise 
multiple regression analysis is utilized to determine the relative significance of various 
data elements and to calculate their relative weights. 
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SECTION I 

INTRODUCTION 

1.1     STATEMENT OF THE PROBLEM 

The electronic computer has had a most significant effect upon the conduct 

of U. S. Air Force activities.    Use of computer equipment has enabled the Air Force 

to carry out programs never before possible, and has facilitated the provision of more 

effective and economic services.   The extremely rapid exploitation of the computer 

evidenced in the Air Force has not been without problems involving aspects of acqui- 

sition and utilization.    Some examples of the problem areas are: 

(1) The absence of precise, objective measurement criteria 
for the selection of new equipment and evaluation of 
existing installations. 

(2) The absence of policies and operational guidelines that 
can be applied uniformly to all Air Force ADP activities. 

(3) The absence of measurement criteria designed to account 
for the effect that overall systems design has on the ef- 
ficiency and effectiveness of computer operations. 

(4) The absence of measurement criteria to determine those 
applications which produce distinct advantages as opposed 
to others where advantages are marginal at best. 

A procedure is needed that: 

(1) Is not overly expensive. 

(2) Will lead to the right choice of equipment. 

(3) Will make available to policy management a set of 
evaluation criteria which can be applied to all Air Force 
installations or to homogeneous subsets of installation 
types in order to determine guidelines for effective 
spending of dollars. 

This procedure must measure computer system performance in terms of rigid system 

requirements,  software, effectiveness of the installation management in applying its 

resources to on-time delivery of required outputs, and getting the job done at mini- 

mum cost and with maximum programming efficiency. 
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1.2     BACKGROUND 

In the past few years, some work has been done in the area of effectiveness 

evaluation; the Bibliography in this report is indicative of the nature of this work. 

Two efforts in this direction are described below. 

1.2.1 AUERBACH Standard EDP Reports 

As a consulting organization specializing in problems of information tech- 

nology, AUERBACH Corporation has encountered many client problems associated 

with the evaluation of computer systems performance.   The experience the corpora- 

tion gained in performing evaluations for client companies and government agencies 

led to the first efforts to provide a comprehensive standard performance evaluation. 

These efforts resulted in the production of the AUERBACH Standard EDP Reports 

(ASEDPR) ^ \ an eight-volume encyclopedic set of computer specifications, software 

characteristics, prices, and performance evaluations on standard problems. 

The ASEDPR approach to comparative equipment evaluation is to define 

equipment configuration parameter sets for a wide range of installation configurations 

and obtain timing data as a measure of their performance on standard benchmark 

problems.   The performance estimates are obtained by actually coding critical por- 

tions (later referred to as macrofunctions) of the problems.   The timing information 

and evaluation data on the computer system are sent to the manufacturer involved to 

check errors of fact before publication. 

Standard EDP Reports represented a major step toward providing industry- 

wide useful information for comparing various equipments.    They permit potential 

users who anticipate acquiring data processing equipment to compare, from among 

the various offerings of the manufacturers, the performance of similar configurations 

on standard problems.   The use of the performance curves assumes that the potential 

user is able to find a configuration that is similar to the one he contemplates, and a 

benchmark problem that typifies his application(s). 

1.2.2 VECTOR Process 

Concern with how to sharpen the precision of equipment performance meas- 

urement in a particular application situation and in a particular configuration led to 

(1) AUERBACH Standard EDP Reports, AUERBACH INFO, INC« 
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the concept of providing independent descriptions of hardware, (i.e., central proc- 

essors, I/O channels, peripheral devices, etc.), independent descriptions of particular 

problems, and a means of combining these independently derived description-measures 

to produce a particular performance measure for a problem on a particular configur- 

ation of hardware.   This concept was developed by AUERBACH under contract AF 

19(628)-2838 for the U.S. Air Force, and led to the specification of the VECTOR 
(2) process.v ' 

The VECTOR process validated the conceptual approach, and demonstrated 

the feasibility of combining two independently derived detailed specifications, one 

hardware and one problem descriptive, to produce performance estimates of high 

quality.    The technique was validated against the performance estimates arrived at 

by the ASEDPR for selected problems, and showed high correlation with these results. 

In development of the VECTOR technique, the factors that most influence 

the performance of the equipment for a class of problems were identified.   Specifi- 

cations for both hardware characteristics and problem characteristics were developed, 

refined, combined, and refined again to arrive at the final sets of computer and prob- 

lem characteristics of importance.   Elements such as add time, cycle time, multiply 

and divide time, etc., that "apparently" had large influence were found to be of little 

importance, while seemingly insignificant factors such as code and radix conversion, 

and pack and unpack facilities, were found, upon further analysis, to play important 

roles in determining computer performance. 

1.3 APPROACH 

Performance effectiveness measures are made up of many elements, some 

of which are easily quantified and others which can only be specified in qualitative 

terms.   Examples of quantified measures are seen in the time to perform A + B -> C, 

or the time to perform the same operation using a software system on the same hard- 

ware configuration (which interaction we have labelled the extended machine), the 

cost of the equipment, and the number of programmers working in the installation. 

* '  Taylor, A., Hillegass, J.R. , and Statland, N. , Quantitative Methods for 
Information Processing Systems Evaluation, ESD-TDR-64-194, AUERBACH 
Corp., January 1964. 
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More difficult to specify as elements contributing to performance effectiveness are 

such items as the value of the software in speeding up the production of a task, the 

quality of the programming, the efficiency of the console and peripheral equipment 

operators plus the effectiveness of the managers in allocating such resources as 

programmers, operators, supplies, machine time, clerical support, and equipment 

capacity. 

The previous work enabled the AUERBACH study team to rapidly attack the 

concept of the performance measurement procedure.   As a point of departure for the 

study, it was decided to base part of our approach upon the work we had already done 

in the VECTOR technique as a generalized means of measuring performance, aug- 

menting it with the factors necessary to measure and integrate software into the per- 

formance evaluation, and to apply a similar methodology to other areas of operational 

significance. 

1.3.1 Methods of the Evaluation Procedure 

The use of the term performance measurement was construed to take into 

account the following classifications of factors affecting the overall performance of 

computer installations: 

(1) The equipment configuration, its hardware per- 
formance characteristics expressed in speed and 
storage capacities of central processor and equip- 
ment, plus performance times of the central 
processor on problem-oriented macrofunction loops» 

(2) The interaction, expressed in modified central 
processor performance times, of a specific soft- 
ware system on the hardware in the form of a 
modified or extended machine» 

(3) The definition of the system requirements in the form 
of specification of the definitive characteristics of 
sets of representative problems. 

(4) The functional classification of installation environ- 
ments to determine the proper set of representative 
problems to be used as the basis for measuring 
programming effectiveness as well as enabling 
management of resources to be measured by stand- 
ards derived under varied environmental constraints 
(e.g., on-line, open-shop, integrated operations, 
central computing services or closed-shop, etc.). 
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(5) A set of software specifications designed to qualitatively 
evaluate the effect upon management and productivity 
of the programming operations. 

(6) A set of computer installation operating specifications 
designed to measure the effectiveness of the manage- 
ment of the installation from the keypoint of overall 
resource allocation.   Resource allocation is defined as 
the use of equipment, manpower, and supplies. 

Therefore, the total procedure is designed to measure the effectiveness 

of the performance of existing or projected computer installations.    That is, given a 

computer system, software systems, programmers, operators, floor space, punch 

cards, reels of magnetic tapes, clerks, and librarians, how well does it or how well 

will it perform?   The answers are given in a series of criteria defined in relative 

weights.    These criteria represent standards by which any installation can be evaluated. 

The question of installation performance is further complicated by consider- 

ation of what the installation is supposed to do, for example, since the same criteria 

do not all apply to a missile guidance system as to a personnel accounting function. 

Therefore we use an installation classification scheme to provide a basis for develop- 

ing separate (probably overlapped) criteria and associated significance weights. 

1.3.2 Objectives of the Evaluation Procedure 

The AUERBACH Computer installation performance effectiveness evaluation 

procedure is designed to: 

(1) Develop and furnish criteria to assist agencies in 
evaluating whether computers are being used effec- 
tively and in predicting the effectiveness of proposed 
computer installations. 

(2) Expand existing policies for the selection of equipment 
to provide additional guidelines on: 

(a) The preparation of system specifications to 
be transmitted to suppliers in requests for 
equipment proposals. 

(b) Methods for evaluating suppliers' proposals. 

(3) Develop and prescribe information necessary to provide 
selected managerial levels with information needed to 
effectively manage computer resources. 
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Lest the enthusiasm of the developers for what is believed to be a significant 

tool for USAF management be misconstrued as advocating a panacea for all problems 

associated with use, selection, and management of ADP installations, a note of cau- 

tion is required.   It is as important to understand what the process will not do as it 

is to understand its potential.    For example, the system will not solve policy questions 

of any kind, it does not purport to answer directly whether an application should be 

automated, and it does not measure the performance of shared-memory multiprocessor 

systems. 

This report will describe the details of equipment performance measure- 

ment and how it is combined with other factors that measure installation performance. 

The steps necessary to select from among competing proposals are also given, as 

well as a description of the self-improving and self-validating features of this approach. 

The concept of the extended machine, described in Section IV, is believed to be a 

significant major step forward in software performance evaluation.    Furthermore, 

the derivation of a functional installation classification scheme permits the same 

installation to be measured on several types of functional assignments (as often found 

in both centralized service and integrated installations).   Also, the use of estimated 

running time versus actual provides some measure of programming efficiency. 

- 6 - 
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SECTION II 

SUMMARY OF THE AUERBACH PERFORMANCE EVALUATION CONCEPT 

2.1 THE AUERBACH PROCEDURE 

The AUERBACH approach to computer installation performance effective- 

ness is based on the concept of utilizing quantitative data within an algorithmic proc- 

ess to produce varied measurements of effectiveness that are ultimately weighted to 

reflect their proper importance in determining overall computer installation effec- 

tiveness in terms of total cost.   These independent sets of data can be gathered 

independently from separate groups and when processed through the evaluation pro- 

cedure can be utilized to produce the measurements of effectiveness.    The use of 

rigid definitions and standard procedures guarantees that the results of the perform- 

ance   evaluation   or    preinstallation justification will be objective.    The overall 

procedure is illustrated in Figure 1. 

2.2 COMPONENTS OF PERFORMANCE EVALUATION PROCEDURE 

The independent sets of data are designed to measure the following areas. 

2.2.1 Computer System Performance 

Under previous work for the U. S. Air Force and through its efforts in 

Standard EDP Reports, AUERBACH has become firmly convinced that the only effec- 

tive method to use in measuring computer performance is based upon a problem- 

oriented approach.   In our previous contract we have demonstrated that it is possible 

to characterize the important hardware characteristics of a computer system in a 

series of macroloop functions, derive program execution times for these loops, and 

combine them with independently derived characteristics representing the significant 

features of a problem to yield a valid estimate of computer performance.    In actual 

practice, it has been found that, since programming strategy and implementation of 

the strategy can vary over a wide range of performance times, the ranges of num- 

bers produced for the performance of the macroloop functions will vary according 

to such constraints as limited central processor space, input-output speed limitations, 

central processor speed limitations, etc. 

2.2.2 Hardware/Software Interaction - The Extended Machine 

Recognizing that in most computer environments today a software language 

is used to write a majority of programs, we have chosen to measure the effect of 
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the software upon the hardware performance independent of the problem because we 

feel it is the only way to apply universal measurements over a set of problem types. 

Therefore, we have developed what has been labelled an extended machine concept, 

whereby the interaction of software upon hardware is measured to produce some 

indication of the efficiency of the software and its effect upon performance.   The 

extended machine performance measures are software-generated central processor 

performance times for selected macroloop functions.    Efficiency is measured in 

terms of the aggregate ratios of previously derived estimated running times to those 

derived for the same functions under the software systems.    This enables the pro- 

cedure to use another algorithmic process to produce a modified or practical esti- 

mated running time using the central processor performance times generated by a 

given software system. 

2.2.3 Problem Definition 

Under the same contract it has been demonstrated that specific classes 

of problems, i.e. , static file processing, dynamic file processing, on-line control, 

numeric data processing, etc. , can be characterized by quantitative data repre- 

senting systems requirements for a given problem.   With this quantitative data and 

the quantitative data derived for the computer performance, it is then possible to use 

a rigidly defined algorithmic process to produce an estimate of computer running 

time.    Provision has been made in the algorithm to account for the different types of 

computer structures, such as binary versus decimal, variable versus fixed word 

length, one address versus two address, etc. 

2.2.4 Software Evaluation 

The measure of software indicated in Paragraph 2.2.3 reflects its contri- 

bution to the computer system performance.    Software also significantly contributes 

to or detracts from the utilization of programming talent.    Therefore, in a qualita- 

tive evaluation, to be performed within rigid definitions and restrictions, we have 

developed a series of questions designed to measure the effectiveness of the software 

system in contributing to the effective utilization of programmers.   A series of point 

scores or scalar values is derived for various features such as presence of diagnos- 

tics, source level or object level recompilation, documentation, etc. , most of 

which are present to some degree in any software system.    The total point score is 

then entered into an algorithm designed to produce a measure of the effective utilization 

of programmers as part of the resource allocation measurement. 

- 10 - 



2.2.5 Task Classification 

The differences that exist among computer installations due to variations 

in operating objectives and operating requirements have complicated the understanding 

and management of computer installations. 

A classification scheme is needed to reflect the different purposes for which 

computers are used, and the different operating requirements surrounding their use. 

Attempts to distinguish computer installations on the basis of types of equipment have 

been ruled out because the distinction between so-called scientific and business proc- 

essing has faded with the maturation of computer technology    A classification by cost 

of equipment was eliminated because, as a general rule, the same problems of equip- 

ment utilization, staff utilization, and processing of work load face computers costing 

fifty thousand dollars to seventy-five thousand dollars as those costing one to two 

million dollars. 

Our study indicated that the most logical distinction that could be made in 

classification of computer installations would be one that recognized the differences 

in environment in which the computer is operating, including the time within which 

the computer is required to provide a response.    This throughput demand fs in turn 

linked very closely to the collection of data from either local or remote sources. 

The service of these demands is affected by the environment for programmer oper- 

ations - that is, the presence of an open-shop environment in support of a profes- 

sional staff operation as opposed to central computing services   (where professional 

programmers are used to supply computing services to varied types of demands) 

or the integrated operations environment (where known and similar types of appli- 

cation demands are served by professional programmers and operators) 

2.2.6 Installation Specifications 

Installation operating characteristics are not uniformly applied by man- 

agers of ADP installations, because of the lack of a common understanding as to 

what information to collect in order to measure the performance of an installation. 

Standard measurement criteria, if available, could be used by local management 

to evaluate the performance of its installation and to determine where improvements 

are needed.   At department or other Government management levels such criteria 

would help in comparing proposed installation cost estimates against known costs 

for similar existing installations, pointing out problems needing corrective action 

and assessing total agency-wide effectiveness.   In addition, the presence of 

- 11 - 



performance criteria with related value guides would assist in the development of 

Government policies and guidelines and the evaluation of agency conformance to such 

policies. 

2. 3 EVOLUTION OF STANDARDS 

Specific areas where guidelines or standards have been lacking include the 

following. 

2.3.1 Number of Operating Personnel 

It is our opinion that correlation of the number of operators, programmers, 

and supporting clerical staff can be developed as a function of the workload, response 

times, and computer environment.   By collecting quantitative information relative to 

number and cost of operating and supervisory personnel, we hope to establish a cor- 

relation measure of people and costs necessary to meet given levels and types of 

demands within specific environments. 

2.3.2 Operating Costs 

Operations cost factors such as maintanance costs, mean time between 

equipment failures, monthly cost for supplies, and space charges should be corre- 

lated to provide relationships between throughput demands and installation environ- 

ment.    Thus it should be possible to estimate, for example, the costs of maintenance 

for integrated on-line operations as opposed to those for integrated batch processing. 

2.3.3 Equipment  Utilization 

Statistics on equipment utilization concerning production time, total power- 

on time, and rerun time, correlated to number of production runs, program test 

runs, and compilations should be made available as guidelines for operating manage- 

ment.    These guidelines must be restricted to particular computer environments 

derived from the classification scheme indicated above. 

2.3.4 Schedule Performance 

Installation performance should also be measured, on a statistical basis, 

in terms of the ability of the management of the installation to deliver completed 

projects on schedule.    Source data must be collected to indicate numbers and vari- 

ances in meeting projected delivery schedules.    These figures again must be corre- 

lated to programmer, equipment, and operator availability within given environ- 

mental constraints. 
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2.3.5 Programmer Performance 

Perhaps the most undefined area for the purposes of measurement is that 

of programmer performance.    The collection of data in the area of programmer per- 

formance will undoubtedly impose certain record-keeping requirements upon installa- 

tions not now collecting such data.   We feel that the collection of labor hours data by 

work category (i. e. , problem definition, flowcharting, coding, checkout, documenta- 

tion, etc.) is necessary to bring about standards for measuring programmer achieve- 

ment.    Collection of this data under a standard procedure (as proposed in Section III) 

will add validity to the derivation of programmer work standards. 

2.4 STATUS 

The recent report to the President on the Management of Automatic Data 

Processing in the Federal Government, prepared by the Bureau of the Budget1  , 

submits that the derivation of standards for measuring performance is one of the most 

necessary aspects of the Government's ADP program.   We submit that the procedure 

for the development of these standards must be based upon actual field operation of 

computer installations.    The procedure designed to utilize this data should be self- 

improving, and for that reason we have chosen to incorporate a statistical technique 

known as stepwise multiple regression analysis.   In this technique, the factors ini- 

tially used as the data collection specifications for quantitative and qualitative data 

are entered into a statistical process during which those factors that prove to be 

insignificant in contributing to the overall installation cost will fall by the wayside. 

Relative weights of importance are then assigned to the remaining factors and their 

interrelationship with each other can be defined.    From this type of analysis, numer- 

ical standards for individual factors can be established to be utilized as guidelines 

within varying installation environments. 

In Section in of this report we have outlined our proposal for the develop- 

ment of the entire AUERBACH Computer Installation Performance Effectiveness 

model.    The proposal requires collection of data according to the installation ques- 

tionnaires illustrated in the appendices to this report and the development of the 

* 'Report to the President on the Management of Automatic Data Processing 
in the Federal Government, Senate Document No.   15, 89th Congress, Bureau 
of the Budget, March, 1965. 
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algorithmic processes to interrelate each of these quantitative and qualitative specifi- 

cations into an overall evaluation designed to determine the individual significance of 

each item within the independent data sets to be collected.    The specifications indicated 

in the appendices are meant to be preliminary, but are indicative of the complexity of 

the task. 
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SECTION III 

THE AUERBACH PROCESS IN ACTION 

The expanding technology and an increased awareness of the potential of 

electronic data processing have increased the needs for further data automation. 

Historically, decisions regarding the adoption of a data processing system have been 

a costly compromise selected from many possible alternatives.   It has been recog- 

nized by Air Force management that there is a need for guidelines by which they can 

make better decisions regarding future automation requests. 

Not only has the Air Force management recognized the need for guidlines 

in making future decisions on data automation, but they have recognized the need for 

guidelines in measuring the effectiveness of existing installations.    Both of these 

problems have been of major concern to the AUERBACH Corporation for many years. 

In fact, the perception of these needs gave rise to a continuing series of volumes en- 

titled AUERBACH Standard EDP Reports, as well as the evolution of such tools as 

VECTOR and Technical Review and Critical Audit of installation performance.   The 

process described herein is the extension of the concepts and tools that we have been 

developing over the last four to five years.   Detailed explanation of the process to 

measure the effectiveness of existing and proposed installations is provided in 

Section IV.    In this section, the actions necessary to implement the evaluation pro- 

cedure are summarized. 

The process described herein consists of two parts; the first part involves 

the development and initialization of the effectiveness evaluation procedure,  and the 

second part is concerned with the use of the derived system by Air Force management. 

The first phase of the development of this system has been accomplished under our 

present contract with ESD.   In this phase, we assigned a team of senior staff members 

to develop a concept to meet the need for establishing a set of criteria form which to 

measure computer installation performance.   However, a concept in itself does not 

solve a problem.    Therefore, we decided to go two steps beyond the conceptual stage 

of development:   (1) we developed a methodology which extends our concept to the real 

world and (2) we selected a mechanism for testing our concept against realities of 

existing and proposed installations. 
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Iterative 
Refinement 

Design of Data 
Collection Questionnaires 

__ 

Manufacturers complete hardware and extended machine 
questionnaires for selected computer systems 

AUERBACH refines problem specifications for dynamic 
file processing 

AUERBACH works with five users to complete software 
evaluation questionnaires 

AUERBACH works with above five users to complete 
installation operating specifications 

Development of algorithms to produce: 

(1) Measures of estimated machine running time 
for extended machine performance on one of 
five problem types — e.g. , dynamic file 
processing 

(2) Measures of resource allocation effectiveness 
in the form of the installation performance 
summary. 

Feedback Loop 
Statistical 
Analyses 

Final Air Force Criteria 
For Measurement Of Com- 
puter Installation Performance 

Figure 2.   AUERBACH Plan for Dynamic Development of 
Computer Installation Performance Standards 
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Without the development of these latter two steps, we would be unable to 

validate our hypotheses regarding: 

(1) How installations should be classified. 

(2) What characteristics affect the effectiveness of 
existing and proposed computer installations? 

In reference to (1) above, we developed a classification scheme.   This scheme 

is derived from the functional classification of computer installation environment, and 

is based in part of the Bureau of the Budget Report. ' '    It is not rigidly fixed, and it may 

be modified on the basis of the results of our data collection and analysis.   This initial 

scheme classifies installations by 30 criteria, as discussed in Section IV.    The classifi- 

cation scheme permits    performance effectiveness comparisons of related problem 

families operating in separate and distinct environments.    The interrelationship between 

these factors and other parts of the process is summarized through a series of conversion 

algorithms which are described in Paragraph 3.3. 

Identification of the type of installation, problem class,  and detailed specifi- 

cations representing each component area   is of little value without a definitive algorithmic 

process for combining them in such a manner as to arrive at a valid, objective measure- 

ment of performance effectiveness.    The process developed by AUERBACH Corporation 

is a single tool for the selection of equipment and measurement of existing installations. 

The overall AUERBACH process for measuring performance can be viewed 

structurally as iterative and self-refining.    That is to say, it requires successive refine- 

ments of the data to arrive at the final effectiveness evaluation.   The same logical opera- 

tions are performed on the refined data in subsequent iterations of the process.   It 

should be noted that the same logical sets of data are used in each iteration, but the pre- 

ceding iterations help to select those data sets which require more refinements to arrive 

at the final measure.   In other words, iteration is concerned with elements of installa- 

tion and problem characteristics, and applicable hardware and software specifications, 

for example.    It is this characteristic of the process which leads to its being regarded 

as self-refining. 

It is also significant that the process can be viewed as self-correcting 

(see Figure 2).    That is, subsequent applications of the process will, through multiple 

regression analysis and installation classification, lead to precise, refined identification of 

(4)    Ibid. , pp. 9-12 

- 17 - 



TABLE I.    PROPOSED DEVELOPMENT PLAN FOR COMPUTER 
INSTALLATION PERFORMANCE EFFECTIVENESS EVALUATION 

"""^^MONTHS 

ACTIVITIES ^^\^^ 
1 2 3 4 5 6 7 8 9 10 11 12 

1.   Prepare Initial 
Questionnaire 

2.    Plan 
Pilot Study 

3.   Visit Pilot 
Installations 

4.   Visit Computer 
Manufacturers 

5.   Analyze 
Data 

6.   Revise 
Questionnaire 

7.   Develop 
Algorithms 

8.   Collect Data 
From Installations 

9.   Analyze 
Data (SMRA) 

10.   Develop 
Standards 

11.   Write 
User Guide 

12.   Orient 
Air Force 

13.   Write 
Final Report 
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important elements in performance effectiveness evaluation.   Thus, the system will 

converge more rapidly toward a comprehensive, objective analysis with  a minimal 

effort on the part of Air Force Management. 

3.1 PROPOSED DEVELOPMENT PLAN 

The procedure will be developed according to the plan shown in Figure 2 and 

the schedule shown in Table I. 

At the outset, to evaluate the practical worth of the data collection question- 

naires, a pilot study will be conducted in which five installations will be examined 

to: 

(1) Refine the specifications and 
user guides. 

(2) Determine the amount of time 
required to conduct each installation 
analysis. 

After this initial stage is completed, the refined user guide and procedures 

for data collection will be completed for approximately 40 installations.   AUERBACH's 

plan is to visit these installations in two phases to interview key personnel in order to 

complete the specification listed in the appendices.   It is estimated that a two man team 

will be adequate to collect the appropriate data in two or three days at each installation. 

From the data collected in the interview session, the installations will be 

classified into homogeneous groups based on the classification scheme.   The validity 

of the classification scheme will, of course, be tested by statistical techniques, i.e., 

analysis of variance, etc.   Then, the data collected for each group will be converted 

to summarized data elements derived through the algorithms and then keypunched on cards. 

The data on the cards will become inputs to the computer program for stepwise multiple 

regression analysis. 

The multiple regression analysis will indicate which variables are significant 

and their relationships.   The final product is used to develop a series of standards 

which will be documented along with the entire procedure in a users guide to Computer 

Installation Performance Effectiveness Evaluation. 

Following this development, AUERBACH will orient key Air Force personnel 

with the aims and procedures utilized. 
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3.2 DATA COLLECTION 

As indicated in Figure 1, there are two basic input questionnaires to be 

completed by personnel at various installations.   These concern the data for scoring 

the software systems and the quantitative data on the administrative and financial 

aspects of the computer center operation.   In addition, the one-page installation 

classification guide must be completed at each installation in order to determine the 

selection of representative problem specifications. 

All of the other input data to be collected, i.e., computer specifications, 

extended-machine specifications, and problem specifications, would normally be 

drawn from the library of completed forms. 

Eventually, data will be collected for all different types of installations 

and application classes.   Initially, however, data collection will be limited to one type 

of installation (integrated operations), with sampling of a given number of those in- 

stallations to test the methodology.   Essentially, the approach consists of design of 

data collection questionnaries to gather information to be collected, collection of data 

through these questionnaires, conversion of the data to form composite data elements, 

analysis of the significance of these data elements by means of statistical techniques 

(i.e. , multiple regression analysis), and development of a list of meaningful effective- 

ness evaluation criteria to be used by the Air Force. 

It should be noted that this design approach is not static; rather, it is 

dynamic.   This is accomplished by projected use of a feedback loop between the design 

stage and the analysis stage so that the system is continually being refined as a result 

of continued analysis.   This can be seen in Figures 1 and 2. 

The guides filled out by the manufacturer only once for each computer 

system and peripheral unit, i.e. , computer specification, hardware/software (extended 

machine) specification, and software specification, are integrated with the problem 

specification (specified once, but completed each time to supply variable data on 

volumes and transaction activity) through the VECTOR process to obtain an estimated 

task running time, which is one input into the statistical analysis. (It is contemplated 

that this portion of the procedure could eventually be automated by developing a pro- 

gram to select the proper data entries and perform the mechanical calculations.) 

Additionally, the software specification provides a measure of the value of the soft- 

ware to the programmers and so becomes another input to the statistical analysis. 
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Installation environment characteristics, e.g., response time, complexity of tasks, 

and operating characteristics, number of programmers employed, number of analysts, 

for example, are also inputs to the statistical analysis.   Furthermore, these statistics 

are used to provide installation management with an installation performance summary. 

After the system is initialized, the Air Force need only collect data on the 

relevant variables from each type of installation because the variables may differ 

between installations.   Periodically, the system can be tested to determine whether 

the installation characteristics have changed significantly. 

The present intention is to collect computer and extended machine specifica- 

tions for only eight to ten computer systems.   The reasoning here is that such an effort 

would reduce the cost of implementation and still be sufficient to prove the validity of 

the procedure. 

The total number of installations to be visited may approximate forty to 

fifty.   These visits will be made in three phases: pilot, first group, and second group. 

In collecting installation-originated data, it may be possible to mail the problem, 

software evaluation, and installation operation specifications in advance of the actual 

visit in order to reduce the amount of effort spent on data collection.   The reason for 

collecting the data in three phases stems from the belief that each round will provide 

a basis for changes in the questionnaries representing new items and deletion of non- 

significant items.   The change cycle will be guided by the results of the multiple 

regression analysis and observations of installation operations.   This is but one 

illustration of the dynamic nature of the process. 

3.3 ACTION OF THE CONVERSION ALGORITHMS 

There is a series of conversion algorithms that must be performed before 

the raw data collected via the questionnaires and specifications completed by manu- 

facturers can be processed into the second by-product of the procedure — the instal- 

lation performance summary. (The first by-product is a measure of software effective- 

ness produced by the extended machine ratios.)    The summary report will represent 

a composite of such items as: estimated development time compared to actual de- 

velopment time, estimated completion time compared to actual completion time, 

production time compared to actual metered time, etc. (see Figure 3).   It is intended 

that the summary be employed by installation management to improve performance. 
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INSTALLATION PERFORMANCE SUMMARY 

I. GENERAL 

Installation Classification 

Principal application families by percentage workload % 

II. EQUIPMENT 

Effective Machine Utilization 

Weighted average of each application family programming score 

III. 

Excess machine capacity 

SOFTWARE 

Extended machine rating (software effectiveness) 

Evaluation score (software value) 

Percentage of total project (by application class) 
development time devoted to: 

Source language coding % 

Program checkout % 

System test % 

IV. PERSONNEL 

Percentage of total project development time devoted to: 

Problem definition and analysis (computer oriented 
solution) % 

Source language coding % 

Program checkout % 

System test % 

Excess capacity % 

V. COST 

Percentage of total installation cost represented by: 

Computer system % 

Programmers/analysts % 

Operations personnel % 

Supplies % 

VI. INSTALLATION ACCOMPLISHMENT 

Project development time rating 

Production system job completion time rating 

Figure 3.   Sample Installation Performance Summary 
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Another conversion algorithm is used to convert such raw computer specifica- 

tions as start-stop time and recording density to an effective tape transfer rate, and 

time to process A + B—> C, multiply execution time, simple update time, etc. into a 

composite.   Similarly the extended machine performance elements are combined through 

another algorithm with the summarized data elements representing the problem specifi- 

cation to produce the estimated computer running time. 

3.3.1        An Example of the Algorithm for Computing Estimated Running Time for 
Application Families Dynamic File Processing and Static File Processing. 

Estimated running time is computed by using the Extended Machine Specifica- 

tions (Appendix II of this report) and the Problem Specifications (Appendix III of this 

report).   As an example, consider a file updating routine which requires (among other 

things): 

(1) Some general input editing (alphanumeric). 

(2) Both simple and complex updating macro- 
loops be performed. 

(3) A table look-up. 

(4) Some general commercial output editing 
(alphanumeric). 

Part of the algorithm to determine application, factors may be stated as follows: 

The number of fixed alphanumeric input fields as computed as 

(PS310) x (PS340) x [(PS320) - (PS330)] =  PI (5) 

PS320 

The number of simple update steps per transaction record is computed as 

(PS310) x (PS360) = P2 

(5) 
The numbers PSnnn, ES nnn and IS nnn refer to specification numbers extracted 
from the appendices.   In the algorithms, their appearance denotes the quantities 
which are the response to the specification.   Numbers like PI, ER1, etc., are 
used as labels to denote quantities used in subsequent computations. 
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The number of complex update steps per transaction record is computed as 

(PS310) x (PS370) = P3 

The number of table reference steps per transaction record is computed as 

(PS310) x [(PS360) + (PS370)] = P4. 

The number of alphanumeric output fields per record is computed as 

(PS710) x (PS740) = P5. 

Part of the algorithm to determine the extended machine factors is shown below. 

Time required for input editing task on alphanumeric input is computed as 

ES110 = El 

Time required to perform simple update is computed as 

(ES101) + (ES105) = E2 

Time required to perform complex update is computed as 

(ES101) + (ES102) + (ES105) = E3 

Time required for sequential table search is computed as 

ES113 = E4 

Time required for output editing task is computed as 

ES111 = E5 

Combining these values, the estimated running time to perform the program operations 

on a given machine using a given software system is derived. 

Time required for input editing is computed as 

Plx El = ER1 

Time required for simple updating is computed as 

P2 x E2 = ER2 

Time required for complex updating is computed as 

P3 x E3 = ER3 
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Time required for table look-up is computed as 

P4 x E4 = ER4 

Time required for output editing is computed as 

P5x E5 = ER5 

Total estimated running time is computed as 

(ER1) + (ER2) + (ER3) + (ER4) + (ER5) = 

3.3.2 Algorithm to Complete Installation Summary Report. 

Another example of how the algorithms are used can be seen in the production 

of the Installation Performance Summary.   The Installation Performance Summary 

Report is divided into six sections.   Section 1 contains general information relating to 

the installation classification and principal application classes.    Thus, the portion of 

the algorithm used to complete this section could be stated as follows: 

The installation classification is presented 
in the installation and problem classification 
matrix.    Enter this information in the 
Summary Report. 

The principal activity classes for the instal- 
lation have been derived formally through a 
decision table using the classification matrix. 
The percentage workload for each class is 
stated in Installation Operating Specification 
IS402.    Enter this figure in the summary 
report. 

Section 2 summarized computer equipment utilization. 

To determine the percentage of effective 
machine utilization, compute the ratio 
of metered time to power-on time. 

IS302 _ %, percentage of effective machine utilization. 
IS301 " 

The weighted average of each application 
class programming effectiveness score is 
determined by the ratio of estimated 
running time for each application class to 
the actual running time, considering the 
percentage of total installation workload 
represented by the application class as 
the weight. 
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IS407 
Ig4Q8   x (IS042) =  weighted application class programming score 

Excess machine capacity is defined as the 
difference between 176 hours (or whatever other 
number is selected) and the sum of maintenance 
time and metered time. 

176 - (IS201 + IS301) = Excess machine capacity 

Section 3 of the Installation Summary Report is an analysis of the software 

efficiency in terms of hardware/software interaction, software evaluation based on 

features of the system, and the project time devoted to use of the software system. 

The extended machine rating is defined as the 
ratio of the sum of estimated running times 
for selected macroloop functions as performed 
in the hardware to the sum of estimated running 
times for the same macroloops as coded in the 
software system. 

(CS201)+(CS202)+(CS203)+(CS206)+(CS207)+(CS208)+(CS212) + 
(CS311KCS312)+(CS325)+(CS326)+(CS327)+(CS217)+(CS218)   =  

(ES101)+(ES102)+(ES103)+(ES104)+(ES105)+(ES106)+(ES107)+(ES108) + 
(ES109)+(ES110)+(ES111)+(ES112)+(ES113)+(ES114)+(ES115)+(ES116) 

The software evaluation score is the total score 
of the software specification.   Sum the individual 
scores entered in the Software Specification Form 
as indicated and enter this figure in the Installation 
Summary Report. 

Percentage of total project time devoted to utilization 
of software system is computed as 

(IS504)+(IS505)+(IS506)+(IS507)  = % 
IS406 

Allocation of personnel resources includes problem definition time as well 

as programming and system integration time.    This summary is requested on a per task 

basis.   In personnel allocation as well as in machine utilization, excess capacity is a 

useful measure of effectiveness.    These summaries are derived below. 

Percentage of total project development time 
utilized by installation personnel is computed as 

(IS501)+(IS502)+(IS503)+(IS504)+(IS505)+(IS506)+(IS507)    = % 
IS406 
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Excess capacity is determined as the difference 
between 176 hours/man/month and the time 
actually spent on all tasks by programming 
personnel.   Thus, for all application classes 

Sum of (IS501) - (IS509) =  

Enter:        IS111 
IS113~ 
IS117 
IS119 

[(IS111)+(IS113)+(IS117)+(IS119) ] x 176 - Sum of IS501-IS509 

(as entered above) = Excess programming capacity. 

Part 5, cost summary data is concerned with the percentage of total 

installation cost represented by the computer, personnel, and supplies. 

Total Cost (TC) =    (IS102)+(IS104)+(IS105)+(IS107)+(IS108) + 
(IS112)+(IS114)+(IS115)+(IS116)+(IS118) + 
(IS120)+(IS112)+(IS206)+(IS207)+(IS209) + 
(IS211)+(IS213)+(IS215)+(IS304) 

=    (TC) 

Percentage of total cost allocated to computer 
equipment is computed as 

IS304 „ 
TC       ~ /o 

Percentage of total cost allocated to pro- 
grammers and analysts is computed as 

% 
[(IS112)+(IS114)+(IS115)+(IS116)+(IS118)+(IS120)1 

TC 

Percentage of total cost allocated to operations 
personnel is computed as 

[qS102)+(IS104)+(IS105)+(IS107)+(IS108)1 q 

TC  ° 

Percentage of total cost allocated to supplies is 
computed as 

[(IS206)+(IS207)+(IS209)+(IS211)+(IS213)+(IS215)1  . q 

TC  ° 

In Part 6, Installation Accomplishment, ratings are determined which 

measure some estimated versus actual delivery times. 
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The project development time rating is to be 
computed on a per task basis.   It is defined 
as the ratio of estimated development time to 
actual development time.   Compute as 

S404 = project development rating 

Job completion time rating is to be computed 
on a per task basis.   It is defined as the ratio 
of estimated completion time for a production 
system to actual completion time for production 
system.   The final ratio will be stated as + or - 
dependent on how well response time require- 
ments are fulfilled.   The requirements are 
stated in the installation and task classification 
matrix.   Compute as 

Jl.     IS405 . . ,  .. 
TS4nfi   = job completion rating ratio 

J2.     Enter   "+"   if IS406 falls within the response 

time requirements stated in installation 

and task classification matrix. 

Enter "-" if IS406 does not fall within 

the response time requirements stated 

in the installation and task classification 

matrix. 

Job completion rating is entered as the 

juxtaposition of the values of Jl and J2. 

3.4 OUTPUTS 

The summarized data elements resultant from the algorithms in regard 

to the variables, e.g., number of analysts, number of programmers, complexity of 

task, programmer effectiveness, equipment utilization effectiveness, etc., will be 

analyzed by means of the stepwise multiple regression technique.    The output of 

such an analysis would be: 

(1)      The degree of relationship between the 
significant variables (and their relative 
weights) and dollars expended.   If the 
degree of relationship is statistically 
significant, then the significant variables 
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and their relative weights do indeed 
explain the dollar variation.   If this is 
not the case, then more data must be 
collected from the installation.    Thus, 
there is available a mechanism for 
validating the hypothesized variables. 

(2)      A standard for each installation based on 
the variables uncovered as significant and 
the relative importance of each variable 
will also be calculated.    Furthermore, 
the analysis will compare the actual 
dollars expended to the calculated standard 
dollars to ascertain the degree of deviation 
of the actual from the standard to give a 
true measure of performance effectiveness 
in terms of dollars expended for work 
achieved. 

Since the relationship of the significant variables and the dollars expended 

is expressed in terms of an equation, the sensitivity of each variable can be tested by 

means of a sensitivity analysis to study the impact of the variables on the dollars 

expended.    As a result, the relative impact of the variables commensurate with their 

values can be ascertained. 

In the second stage, the derived equation can be employed by the Air Firce, 

to provide a score for an existing or proposed installation.    The score for the instal- 

lation is computed in the following manner.   The initialization program provides a set 

of variables to be measured.   In addition, it provides a numerical weight for each 

variable.   Thus, the Air Force has a set of variables and their associated weights. 

For a given installation, the Air Force collects data for the relevant variables.    The 

values obtained are multiplied by the weights to obtain scores for those variables. 

By summating the values for all of the relevant variables, the expected dollars ex 

pended is calculated.    Comparing expected dollars to actual or budgeted dollars gives 

a measure of effectiveness for that installation. 

Similarly, the same process would be used in evaluating new proposals. 

The only difference being is that estimated dollars would be compared to expected or 

predicted dollars.    Then the performance index is calculated by the following formula: 

Actual $ 
Standard $ 
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Periodically, the system is tested to insure that the values and weights 

have not changed significantly.   This test is performed by means of the Stepwise 

Multiple Regression Program. 

In the final step of the iteratively refined process, the Air Force will be 

provided with a set of significant criteria  and their relative weights for a given instal- 

lation class in the form of the performance profile seen in Figure 4.   Note that there is 

a different profile format for each installation type. 

Data derived from the multiple regression analysis is entered on the form in 

the appropriate column.   The value is then multiplied by the weight to obtain the total 

score for that variable.   The standard total score for each variable is simulated to obtain 

the standard dollars, which is then compared to the actual dollars expended. 

3.4.1 By-Product Outputs 

Perhaps the most significant by-product of the entire process is the establish- 

ment of uniform procedures for recording of measurement data concerning the allocation 

of data processing resources.   In this light, the presentation of the Installation Per- 

formance Summary (Figure 3) provides installation management with a measurement of 

its effectiveness in allocating and controlling the resources of computer and supporting 

equipment, personnel (including managers, analysts, programmers, data preparation 

clerks, and control clerks) and supplies. 

An important by-product of the procedure is obtained from the production of 

an estimated computer running time.    This estimate is used as a common denominator 

or de facto standard for comparison against the actual running time.   It provides a 

measurement of the effectiveness of the programmers in preparing working programs 

using a given software system for a given machine configuration. 

The development of an extended machine concept provides a measurement 

of the effectiveness of a given software system on a particular machine configuration. 

In effect, this is a measure of how well the software can be expected to perform on 

a given computer system configuration. 

A valuable by-product of the computer performance figures is an indication 

to the prospective user of potential problem areas to be encountered for each specific 

computer system in preparation of the key program runs.   Since the performance 
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Significant 
Characteristics 

Installation Class 

Predicted 
Dollars 

Standard 
Dollars 

Application Family 

Criteria                              Relative 
Weight 

No. of Programmers 

No. of Analysts 

1. 

9. 

Equipment Costs 3.                  .                                • 

Programming 
Efficiency 4.                  •                                 • 

Software 
Efficiency 5. 

Software 
Value 6.                  •                                 • 

7. 

Standard Dollars 

Actual Dollars 

Performance Index 

Figure 4.   Sample Installation Performance Profile 
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figures are derived separately under various programming strategies (i.e. , central 

processor speed limited, input-output speed limited, core storage space limited, etc.), 

the programming manager has a useful guide to what problems may be inherent in a 

particular approach. 

The system analyst, by following the standard procedure used to describe 

the application parameters in Appendix III, gains a better appreciation of the important 

parameters to be gathered in a system analysis study.   Furthermore, the use of the 

problem specifications on a uniform basis throughout a range of Air Force installations 

will permit a more meaningful statement of system requirements (as recommended by 

the Bureau of the Budget Report).  ' ' 

(6)   Ibid, Chap.  7, pp. 47-51. 
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SECTION IV 

STRUCTURE OF THE AUERBACH PROCEDURE FOR COMPUTER INSTALLATION 
EFFECTIVENESS EVALUATION 

The overall structure of the AUERBACH procedure is shown in flow chart 

form in Figure 1 of this report    In general, the process may be described as involving: 

(1) The collection of data regarding the computer installation 
environment and its utilization of resources. 

(2) The combining of this data with available data measuring 
the significant performance factors of the computer system, 
software system interaction, and problem requirements, 
to yield an installation performance summary. 

(3) The statistical treatment of this data to provide measurements 
of computer installation effectiveness and standards against 
which the effectiveness values for installations may be 
compared. 

4.1 GENERAL DESCRIPTION OF THE PROCESS 

The independently derived data sets used in the AUERBACH process are a set 

of specifications and characteristics regarding the principal tasks of an installation, its 

computer complex, and administrative and financial data describing the installation. 

The data is combined algorithmically to produce estimated running time for the com- 

puter complex as applied to a well-defined problem which is representative of the task 

classification.    This, however, is only one element of the process, and in effect gives 

an intermediate result which helps Air Force Management determine how effectively 

the computer equipment is being utilized with respect to programming efficiency.    The 

data which is collected concerning the operating characteristics of the installation is 

treated statistically to determine the effective allocation of dollar resources. 

The intermediate results indicated above are of direct use to middle man- 

agement, e.g. , the computer installation manager, in the evaluation of his local sit- 

uation.   For higher management, at the command level or above, this information is 

further refined to provide an effectiveness profile of the installation.   This profile 

relates the dollar allocation to the efficiency of the task performance, dollars being 

used as a common denominator in the evaluation. 
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The AUERBACH process, since it provides objective measures of performance 

efficiency based on both quantitative and qualitative data, also provides standards for Air 

Force management in determining installation effectiveness.   This is accomplished in 

part through standard, objective specifications provided in the design of the data collec- 

tion questionnaires.   The objectivity and standardization of this data are also enhanced by 

the very structure of the process, which is algorithmic in nature, and hence guarantees 

that a measure of effectiveness can be provided for any general-purposev ' computer 

installation.   The specifications and characteristics have been divided into four nearly 

autonomous categories:   computer hardware, extended machine (hardware/software 

interaction), software evaluation, and problem specification.   These specifications are 

completed once and once only, within the framework of the task and installation class- 

ification, either by Air Force personnel, the computer manufacturer, or by independent 

sources, depending on the nature of the specification and Air Force requirements. 

Since the specifications are standardized, and are combined algorithmically by well- 

defined rules, the AUERBACH process, once developed, will become a low-cost man- 

agement tool for the Air Force.   It can be used for evaluation of the effectiveness of 

existing installations and objective evaluation of proposals for new installations by use 

of the guidelines for dollar cost as related to each criterion and its empirically 

derived standard. 

4.2 INSTALLATION AND TASK CLASSIFICATION 

The above general description of the AUERBACH process refers to a task 

and installation classification scheme which is the unifying "force" of the process. 

This scheme is very similar to the Bureau of the Budget classification as shown in 

Report to the President on the Management of Automatic Data Processing in the 

Federal Government* '.     Superimposed upon the Bureau of the Budget scheme is a 

task classification procedure.   The approach adopted in our study prior to publication 

of the Bureau of the Budget report was so similar to that of the report that the format 

and terminology of the latter were adopted to avoid confusion. 

(7) 
'While the process is generally applicable for special-purpose installations, 
such as SAGE, these have been excluded from our installation classification 
at the present time. 

(8)Ibid., pp 10-12. 
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Figure 5.   Installation and Problem Classification Matrix 
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Our classification scheme, then, is complementary to that presented by the Government. 

It says, in essence, that not only is an installation classified by its environment, but 

also by the task(s) which it is assigned to perform. 

The rows of the AUERBACH classification table are defined by three major 

specifications:   principal activity, response time requirements, and source and mode 

of receipt of raw input data.   The three major divisions in turn are delineated by more 

detailed specifications.    For example, under response time, we delineate the rows as 

scheduled operations, response time requirements greater than one hour, etc.   Under 

source and mode of receipt of raw input data, we inquire as to whether the source of 

the data is remote or local, and whether the mode of input is batched or random. 

In the course of this project, five generic problem classes which represent 

many important computer applications have been identified and are defined below. 

The five classes are: 

(1) Dynamic File Processing 

(2) Static File Processing 

(3) Numeric Computation 

(4) Non-numeric Processing 

(5) On-line (Process) Control 

These problem classes are, in effect, families of applications.   However, 

the generic names applied here allow us to classify computer installation environment 

by task as the task is accomplished in a particular environment.    This is very important 

in developing  standards for   purposes of effectiveness evaluation.   It is possible to 

make comparisons based on a whole range of specific sub tasks of an installation, 

rather than one isolated task.   Furthermore, rather than compare installations on the 

basis of inventory control applications for example, which are implemented with 

widely varying methods of processing, equipment, and data requirements, installations 

are compared which have inventory control applications accomplished through either 

dynamic file processing, or static file processing.    Thus, similar types of applica- 

tion design within specific installation environments are compared against each other. 
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Definitions of the five families of problem classes and indications of their 

derivation from the classification scheme follow: 

(1) Dynamic File Processing is file processing in which input 
transactions may be processed randomly with respect to 
stored data records that are either randomly stored or 
linked together via an accession sequence     It is also char- 
acterized by noting that a single item of data or a set of 
data is transformed in the processing so that the output 
can appear in more than one distinguishable form.    Proc- 
essing may be scheduled or nonscheduled with response 
time requirements measured in seconds or minutes. 

(2) Static File Processing is file processing in which the 
records are stored sequentially with respect to the input 
data.    Processing usually includes the updating of a 
record and its output in a unique form. Processing is 
generally scheduled, with response time requirements 
measured in hours or days. 

(3) Numeric Computation is the processing of and computation 
with numeric data, which is often characterized by a large 
series of iterative operation loops and high precision, and 
utilizes such mathematical/statistical techniques as matrix 
inversion, regression analysis, linear programming, etc. 
Results of computation generally provide numerical values 
as the output.   Processing is generally scheduled within 
twenty-four hour periods after receipt of data and programs. 
If nonscheduled, response time requirements can be ex- 
pected to be in minutes. 

(4) Non-numeric Processing is processing of data which includes 
primarily alphanumeric messages and raw data numbers. 
It is frequently characterized by relatively small permanent 
files as compared to larger files of intermediate data stor- 
age, and an exceptionally high incidence of decision making 
and branching operations.   It often includes processing of 
data which is truth-functional (true/false, yes/no) rather 
than numerically quantitative.    Prime examples of this type 
of processing can be seen in simulation and other modeling 
applications, and in heuristic programming.    Processing may 
be scheduled or nonscheduled with response time require- 
ments measured in minutes or hours. 

(5) On-line (Process) Control is the control of continuous process 
operations within a real-time environment.    That is, output 
of the system is used to initiate actions that will be processed 
to provide subsequent feedback or input.    Processing is 
generally nonscheduled, with response time requirements 
measured in seconds or minutes. 
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Figure 6 illustrates via a composite diagram the use of the AUERBACH 

classification scheme.   Note that the composite matrix takes the form of a decision 

table.   The five application families are noted in the matrix by the number associated 

with each name.   In practice, the composite matrix will not be used, each requirement 

being checked (vO where applicable.    Thus, the application family is determined by the 

incidence of checks in each column, and the classification scheme itself is formalized 

through decision table techniques.   In Figure 6, however, the number is used in place 

of a check (»/) in the matrix to afford easy discrimination between the application 

families and their associated characteristics. 

Referring to Figure 6, the illustrative task and installation classification 

matrix, the stated applications are: 

(1) Engineering design 

(2) Research and development 

(3) Inventory control 

(4) Information storage and retrieval 

(5) Regression analysis 

(6) Dynamic simulation 

(7) Missile guidance. 

The family called dynamic file processing is easily distinguished through the response 

time requirements and the fact that input data is characterized as random.   Inventory 

control is an example of an application which can fit into this family.   Whenever the 

dynamic file processing application family is selected in the decision table, the in- 

stallation is classified as one in which this family plays a dominant role. 

The other families are derived in the same manner.    Static file processing 

can usually be found in either Central Computing Services or Integrated Operations. 

However, the raw input data would be batched, response times are in minutes or 

hours, and processing is scheduled.   It is seen through these specifications that the 

Static File Processing family is precluded by the characteristics given for dynamic 

file processing.    In the column headed "Central Computing Services," the characteris- 

tics might lead to some confusion between static file processing and numeric compu- 

tation.   However, the term "file processing" in the name and the definition of the 
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Figure 6 - Composite Installation and Problem Classification Matrix 
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families assume that the processing will utilize prestored records on files.   Hence, 

the distinction can be made on the basis of name. 

The numeric computation family generally occurs in the Professional Services 

or Central Computing Services categories.    Engineering and scientific applications are 

usually included in this family.    The input is generally batched, and response time re- 

quirements would be noted as being scheduled or the limitations would be less severe 

than, for example, seconds. 

Non-numeric processing could occur in all three installation categories, but 

is highly unlikely in Professional Support.    In Figure 6, the random input would pre- 

clude selection of this family, as would the type of application.    Since Simulation is a 

prime example of non-numeric processing, applications with similar problem state- 

ments are likely to fall into this family. 

Process (on-line) control probably would not be found in the Central Com- 

puting Service category or in the Professional Support category.   The predominant 

characteristics of this family will be found in the priority response time requirements 

of the matrix. 

The above analysis indicates how the AUERBACH task and installation class- 

ification method provides a concise, well-defined process to classify a computer in- 

stallation by task as well as by environment     Since we have adopted the Bureau of the 

Budget names for the types of installations, we have also retained their definitions of 

the various installation types. 

A set of representative problem specifications is also selected at the same time 

the installation classification is accomplished.   Details of these problem specifications 

will be presented in Paragraph 4.3.3. 

In the effectiveness evaluation of an existing installation, the computer sys- 

tem being utilized is known.   In the event that equipment is to be selected/ ' the same 

task and installation classification scheme used above can provide guide lines for the 

selection.   We have, for example, adopted the Bureau of the Budget characterization 

(9) 
The AUERBACH process for effectiveness evaluation considers the selection and 
evaluation of existing installations to be logically identical.    This is due to the 
fact that the same questions must be answered in either case, the only difference 
being the times at which the questions are asked. 
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of an installation classified as Integrated Operations.   Hence, when this class is shown 

to exist through the task specifications, the selection process should start with medium- 

to large-scale equipment.    The source and mode of raw data input indicates whether 

remote input devices and communication equipment are required.    Furthermore, the 

mode can be a useful indicator as to the need for random access devices.    In the same 

sense, response time requirements can be useful in determining the required speed 

of the computer system. 

4.3 SPECIFICATIONS 

For expository purposes, assume that a specific computer system has been 

selected for evaluation.   It is now possible to examine in more detail the specifications 

as shown in the Appendices of this report. 

The specifications contained in Appendix I are designed to reflect accurately 

the details of a computer system. 

For the current project, specifications have been included for line 

printers, card equipment, and random access devices, as well as some for the cen- 

tral processor as a prelude to including multiprogramming operations and multiproc- 

essor systems in the analysis.   It is important to note, however, that the VECTOR 

process actually comprises a relatively small part of the entire computer installation 

effectiveness evaluation procedure.   It should be noted that for use in the effectiveness 

evaluation process, the computer specifications need be completed only once for a 

particular computer system.    The specifications are divided into several parts, such 

as processor times, input/output times, magnetic tape specifications, etc.    The 

specifications are stated in such a manner that the response is useful in computing 

the estimated run time for a particular problem.   Raw add times as stated in a manu- 

facturer's advertising brochure, for example, are not of primary concern. 

The specifications do, however, take into account the time required to add 

two four-digit operands in main memory and store the sum in main memory.    Thus, 

the specifications reflect the system as it will be used in an application, rather than 

raw times, which are generally meaningless by themselves.    The specifications are 

quite detailed, and it is suggested that the response be completed by a technical 

representative of the manufacturer, in order to reflect the true characteristics of the 

machine.    Since these specifications represent a standardized method of cataloging 
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computer characteristics, systems presented by each manufacturer are viewed without 

bias.   Hence, it is reasonable to ask the manufacturer to complete the specifications 

as a condition of doing business with the USAF.   It is estimated that a technically com- 

petent manufacturer's representative can complete these specification forms in ap- 

proximately three man-days. 

4.3.1 Computer Specifications 

The computer specifications have been divided into several parts, as listed 

below: 

Part 1 - System Specifications 
Part 2 - Processor Time 
Part 3 - Input/Output Times 
Part 4 - Magnetic Tape Specifications 
Part 5 - Line Printers 
Part 6 - Card Equipment 
Part 7 - Random Access Devices 

In Part 1, specifications are derived for such items as the size of main 

memory, word size, etc   In addition, specifications pertinent to the number of input/ 

output data channels, line printers, and processors, for example, are included.  These 

specifications are straightforward and easily completed by the manufacturer.    Exam- 

ples of these specifications are shown in Figure 7. 

Part 2, Processor Time,    is also straightforward.    Care must be exercised 

in completion of these specifications, however, to insure accurate response.    The 

specifications are, as the title implies, processor times.   The time required to per- 

form arithmetic operations in main memory and store the result in main memory, 

for example, is of interest.   Raw add times of an arithmetic unit represent only one 

factor in determining the times; access times, addressing schemes, etc. , also enter 

into these specifications.   In addition, timing information is requested with respect 

to certain executive functions, such as time required to respond to an I/O interrupt 

condition.   While these specifications are generally derived with respect to the hard- 

ware/software interaction of an operating system and a machine, many of these 

features are built into the hardware, and these times are collected in this section. 

Some of these specifications are illustrated in Figure 8. 

In Part 3, Input/Output Times, the specifications detail most of the func- 

tions associated with input/output operations. Most of the possible permutations of 

these functions, such as verification of card images, and pre-editing of line images 
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COMPUTER SPECIFICATIONS 

PART 1 - SYSTEM SPECIFICATIONS 

; SPECIFI- 
i CATION 

NO. 

APPLICABLE  FOR 
B      D 
W     W 

D 
C 

A 
W 

A 
C 

SPECIFICATION RESPONSE 

CS 101 x      x X Main memory size in words» words 

CS 102 x Word size in alphanumeric characters. chars. 

CS 103 Word size in decimal digits. digits 

CS 104 x Word size in bits (excluding check bits), bits 

CS 105 Main memory size in characters. chars. 

CS 106 x Main memory size in decimal digits. digits 

CS 107 x No. of decimal digits per alphanumeric 
character. 

CS 108 

CS 112 

x x X No. of index registers. 

No. of input/output data channels. 

CS 113 
- 

No. of line printers. 

! CS 114 No. of card readers. 

CS 115 No. of card punches. 

CS 116 No. of random access devices. 

CS 117 No. of processors. 

Figure 7.   Sample of System Specifications 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
B 
W 

D 
W 

D 
C 

A 
W 

A 
C 

SPECIFICATION RESPONSE 

CS201 x X Time taken to add two operands in main 
memory and store the sum (operands must 
have more than four decimal digits). Msec 

CS 202 x x X Time taken to multiply an X digit operand 
by a Y digit operand and store the product 
(X and Y must be greater than 4). Msec. 

CS203 Time taken to divide an X digit operand by 
a Y digit operand and store the quotient 
(X and Y must be greater than 4). Msec. 

CS204 Time taken to multiply two operands in main 
memory and store the product. Msec. 

CS 205 Time taken to divide two operands in main 
memory and store the quotient. Msec. 

CS206 x x X Time taken to index in operand. Msec. 

CS 207 

CS 221 

x x Time taken to compare two operands in main 
memory (of at least eight decimal digits or 
equivalent) and to transfer control to one of 
two arbitrary locations based on the result 
of the comparison. 

Time required to respond to hardware inter- 
rupt condition not due to hardware malfunction, 
and transfer control to program execution mode. Msec. 

CS 222 Time required to respond to interrupt due to 
hardware malfunction, take whatever correc- 
tive action is possible, and transfer control to 
program execution. Msec. 

CS 223 Time required to respond to priority job 
interrupt conditions and transfer control to 
program execution. Msec. 

CS 224 Time required to transfer control to alter- 
nate hardware processor. 

Main memory requirements for resident oper- 
ating system. 

Msec. 

CS225 
words/char. 

Figure 8.    Sample Processor Times Specifications 
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to be printed are included.   The times requested in this section are mostly related to 

the internal processor editing functions, and are only incidentally related to the speed 

of the input/output device, e.g. , line printers and card equipment.    The latter speci- 

fications are detailed separately in Parts 5 and 6, respectively, of the Computer Speci- 

fications. 

In asking the manufacturer to complete Part 3, it is important to stress the 

facts stated above.   It should also be noted that these times are particularly important 

in deriving accurate estimates of running time (computer system performance), 

especially when the representative problems of dynamic file processing and static file 

processing are the principal application classes to be considered.   In these specifica- 

tions most of the permutations an analyst might consider are noted.    Hence if the re- 

sponses are made accurately, the computer system will be shown without bias in this 

aspect of the analysis.    Figure 9 illustrates a few of these specifications. 

Part 4 of the Computer Specifications is a set of detailed specifications 

designed to cover all operational aspects of magnetic tape subsystems.   It is illus- 

trated in Figure 10.   As in the other parts, the specifications take into account more 

than "advertising type" transfer rates.   Rather, the tape subsystem is shown as it 

would be used when integrated into an operating computer system.    There are specifi- 

cations which deal with hardware performance timings concerning effective use of the 

tape units as well as specifications which deal with the manner in which the tape sub- 

system will affect the central processor available time     While these specifications are, 

for the most part, very straightforward, it is important that they be completed as 

accurately as possible, in order to reflect the true operational capability of the mag- 

netic tape subsystem. 

Line Printer specifications are covered in Part 5 of the Computer Specifi- 

cations.   Accurately completed, these specifications provide a true reflection of the 

line printer under consideration.   It is important to note that certain of these speci- 

fications call for "effective printer speed" under a given set of conditions.    Effective 

speed is based upon the time the printer is actually in use for the purpose of printing 

a single line, including variable factors such as start-stop times.    Since the entire 

set of computer specifications will probably be completed by the manufacturer, it is 

felt that these times can best be determined by experimentation with the printer. 

Hence, empirically derived quantitative results as the response to these specifica- 

tions are expected.    Figure 11 is an example of the line printer specification sheet. 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES 

SPECIFI- 
CATION 
NO. 

APPLICAB 
B 
W 

D 
W 

D 
C 

,E FOR 
A 
W 

A 
C 

SPECIFICATION RESPONSE 

CS301 General input editing task* with programming 
minimized and 11-character alphabetic field. 
Input field4s synchronized (i.e., aligned in 
accordance with computer word structure). 

x General input editing task* with object time 
minimized and 5-digit numeric field. Input 
field is not synchronized. 

Msec. 

Msec. 

CS 309 x General input editing task* with program- 
ming minimized and 11-character alphabetic 
field. Msec. 

CS 310 

CS315 

General input editing task* with program- 
ming minimized and 5-digit numeric field. 

General output editing task** with program- 
ming minimized and a 6-character numeric 
field and scientific editing.   Output field is 
synchronized. 

Msec. 

pisec. 

CS 316 

CS325 

x General output editing task** with object 
time minimized and an 11-character alpha- 
betic field.   Output field is synchronized. 

General output editing task** with program 
ming minimized and an 11-character alpha 
betic field. 

Msec, 

Msec. 

CS 326 General output editing task** with program- 
ming minimized and a 6-character numeric 
field and commercial editing. Msec. 

Figure 9.   Sample Input/Output Timing Specifications 
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COMPUTER SPECIFICATIONS 

PART 4 - MAGNETIC TAPE 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS401 Number of magnetic tapes which can be reading with 
processing proceeding. 

CS402 Number of magnetic tapes which can be reading with 
no processing proceeding. 

1 

CS403 Number of magnetic tapes which can be writing with 
processing proceeding. 

CS 404 Number of magnetic tapes which can be writing with 
no processing proceeding. 

  

CS414 Number of decimal digits per alphanumeric character in 
the computer's internal code. 

CS415 Number of decimal digits per alphanumeric character in 
the magnetic tape code. 

CS416 Number of alphanumeric characters per computer word. 

CS417 Maximum blocking factor for card image input available 
using standard routines. 

CS418 Maximum blocking factor for line images output available 
using standard routines. 

Figure 10,   Sample of Magnetic Tape Subsystem Specifications 
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COMPUTER SPECIFICATIONS 

PART 5 - LINE PRINTERS 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

CS501 Skip speed(s) 

inches/sec. 

CS 502 Effective printer speed* for alphanumeric character 
set (letters A-Z; numerals 0-9, and 4 special symbols) 
at interline space: 

1/2 inch 
1 inch 
2 inches 
3 inches 
4 inches 
5 inches 
6 inches 

1pm 
1pm 
1pm 
1pm 
1pm 
1pm 
1pm 

CS 503 Effective printer speed for numeric character set 
(numerals 0-9 and 4 special symbols) at interline space: 

1/2 inch 
1 inch 
2 inches 
3 inches 
4 inches 
5 inches 
6 inches 

1pm 
1pm 
1pm 
1pm 
1pm 
1pm 
1pm 

CS504 Print width of printed page char 

Figure 11.   Sample of Line Printer Specifications 
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In Part 6, specifications are presented for punched card equipment, i.e., 

card readers and punches.   As in the case of line printers, effective speed under 

certain conditions is of concern, and responses are expected to be derived empirically. 

These specifications also cover both clutch operated and non-clutch operated card 

equipment, so that nearly all presently used makes of card equipment can be included. 

Since punched cards play an extremely vital role as a major input medium in many 

Air Force applications, these specifications can significantly influence the anticipated 

running time of a computer system.    Therefore, it is important to stress the accuracy 

of these specifications.   In Figure 12, a representative example of the card equipment 

specification form is shown for both the reader and punch. 

Detailed specifications for random access devices, Part 7 of the Computer 

Specifications, comprise the longest single part of the specifications.    This is due to 

the fact that the responses are, in most cases, table entries which cover effective 

speed of the device and channel usage times for various file and record sizes.   It is 

especially important to note that these specifications cannot be completed from raw 

hardware data alone.   The person responsible for this set of specifications must know 

something about the file and record sizes where the random access device is to be 

applied. 

For each specification CS701-708, there are several conditions included in 

the specification.    These conditions are to be considered as being joined, i.e. , "anded" 

together.   We have considered in the specifications two distinct ways of using random 

access devices, namely, maximizing the number of records which can be processed in 

a unit of time or, alternatively, minimizing access time to a given random record. 

The specifications should be completed for each case as noted.    The application analyst 

independently determines which case is required in his application, and the problem 

representing that case will be used as one of the problems testing programming effec- 

tiveness. 

There are also two different types of random access devices which are in- 

cluded in these specifications.    For convenience, we call them nonremovable, typified 

by fixed, revolving disc devices, and removable, typified by cartridge devices (i.e. , 

CRAM, DATA CELL, RCA 3488).    In the case of the latter, we require information 

concerning the physical handling of the device, such as the time required to unload and 

load a cartridge.   While this cannot be measured precisely, due to human intervention, 

a reasonable estimate can be given which assumes an experienced operator.   With the 
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COMPUTER SPECIFICATIONS 

PART 6 - CARD EQUIPMENT 

SPECI- 
I FICATION 
i NO. 

SPECIFICATION RESPONSE 

CS601 State effective card reader speed, channel load time*, and 
processor usage including confirmation of image under demand 
conditions. 

CARD READER SPEED 
(Rightmost column read) 

CS603 For card reader 

10 
20 
30 
40 
50 
60 
70 
80 

State time within which the 
next instruction must be given (executive) to avoid missing 
clutch points. 

Cards per 
minute 

msec. 

CS604 For card reader_ 
points. 

:   State time between clutch 
msec. 

CS605 State effective card punch speed, channel load time* and 
processor usage including confirmation of image under demand 
conditions. 

CARD PUNCH SPEED 
(Rightmost column read) 

CHANNEL LOAD TIME 
(Rightmost column read) 

10 
20 
30 
40 
50 
60 
70 
80 

10 
20 
30 
40 

Figure 12.   Sample of Card Equipment Specifications 
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extensive use of random access devices in modern computing installations, these speci- 

fications can be crucial to the performance estimates of the system, and should be com- 

pleted carefully and accurately.   Examples of the random access specifications are given 

in Figure 13. 

4.3.2 Extended Machine 

The Computer Specifications discussed above provide for an accurate, un- 

biased portrayal of a complete computer system.   All aspects of the physical system 

are covered in depth in these specifications.   Modern use of computers, however, 

almost always presupposes that there is a software system or systems to complement 

the hardware configuration.    Software is, in fact, a resource which affects at least 

two resources in an installation, the computer and the personnel involved in program- 

ming and operating the system. 

Consider at this point, then, the software as it interacts with the machine 

to effectively modify the performance of the machine.   This hardware/software inter- 

action has been termed the extended machine.        The terminology is itself a useful 

concept, as it arose from the notion that a software system is nearly always designed 

to extend the use of a computer by facilitating human communication with the machine. 

That is, it makes the computer system more accessible to the user.    The name "extended 

machine," then, is designed to convey the multiple effects of software systems. 

The concept of the extended machine is critical in measuring the effect of a 

software system on the machine itself, as noted above.    This measure is derived 

from the operating time required to perform a set of macroloops which are corol- 

laries of some of the Computer Specifications.   Appendix II of this   report is the com- 

plete set of specifications which have been designed to date for the extended machine. 

In Figure 14, the notion of the extended machine is illustrated by a Venn diagram. 

Note that the extended machine is defined as the union of the computer and software 

systems, symbolically written 

Extended Machine   =   CuS 

The specifications which define the operating time of the extended machine are repre- 

sented by the intersection of the computer and software systems.    Thus, 

Extended Machine Operating Time  =   CnS. 

(10) 
The specifications for evaluating the effect of a software system on the other 
installation resources will be presented later in this section. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 701 

CS 709 

CS 711 

Effective access times1 and channel load times2 in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records^, known machine address4, 
throughput maximized, and minimum programming5. 

EFFECTIVE ACCESS TIMES 

^S. File Size 
^sChar. 

Record   \v 
Size      ^v 

103 104 105 106 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

File Size 
Char. 

Record 
Size 

100 char. 

10' 10 10' 10 10 10 

Maximum number of characters which can be transferred 
on a single request (if less than 2,000) 

Is the file physically removable from the file drive (e.g., 
portable discs, cartridges, etc.)? yes/no 

If CS 711 is ye's, state the time involved in changing the 
file unit, (i.e., time required to unload a unit and load a 
new one).   

Figure 13.   Sample of Random Access Device Specifications 

- 52 - 



Figure 14.   The Extended Machine 

It is intended that these specifications be completed by the software supplier - 

the computer manufacturer, an independent organization, or the user's installation. 

Thus, each specification should be coded in the source language of the software system, 

compiled or assembled, and then executed on the target machine.    The execution time 

is the response to be entered on the specification form.   An implied but crucial item to 

note is that for each set of extended machine specifications a single target computer 

and a single software system are assumed.   If more than one software system is used 

within an installation (or, more precisely, on a single computer), the extended machine 

specification must be completed for each software system under consideration.   If, 

in the case of a software system in the design phase, execution time cannot be deter- 

mined precisely, estimates should be made and so stated in the response column of 

the form. 

Actually, two performance measures are derived from the extended machine 

specifications.    First, the effect a software system has on the computer performance 

itself is measured.   The aggregate ratio of the response for the hardware corollary 

of each extended machine specification over the response for the extended machine is 

formed.    This measures the efficiency of the execution time for each macrofunction 
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in the extended machine as compared to the execution time required to execute the hand- 

coded hardware corollary.   Second, the extended machine specifications explicitly define 

some of the elements used to compute running time for an application, when a software 

system is used. 

Appendix II of this report includes the detailed specifications for the extended 

machine.   Note that particular attention has been paid to developing specifications deal- 

ing with central processor times.   Note the column headed "Type".    This column desig- 

nates whether the software system for which the specification was  designed is a 

compiler, assembler, or operating system. 

4.3.3 Problem Specifications 

The extended machine provides a complete, comprehensive view of the com- 

puter system and its associated software.   In order to derive an estimated running time 

for the system in any meaningful sense, it is necessary to have a problem or applica- 

tion to be executed.   In the classification discussion earlier in this section it was noted 

that certain characteristics of the task and installation lead to the selection of one or 

more of the five application families:   dynamic file processing, static file processing, 

numeric computation, non-numeric processing, and/or on-line process control.   In the 

VECTOR process mentioned earlier, the specifications of static file processing problems 

were provided.   AUERBACH Corporation chose to extend the problem library to include 

dynamic file processing specifications.   In effect, this now gives the Air Force two sets 

of problem specifications which can be used directly. 

Primarily, the dynamic processing application family was chosen for addi- 

tional study because it represents a wide range of problems faced by the Air Force, 

such as Command and Control, Inventory Control and Logistics, Information Storage 

and Retrieval, etc.    Thus, it can be widely applied throughout various Air Force Com- 

mands.   A secondary reason is that the inclusion of random access device specifications 

in the computer specifications naturally leads to considering the utilization of these 

devices. 

It is important to note the  usefulness of the program library concept men- 

tioned above.    In all of the problem specifications developed by AUERBACH Corporation, 

the analyst actually develops the specifications from the questionnaire.    The problem speci- 

fications are applicable to many applications, but they require specific responses.   For 
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example, we are concerned with the number of transaction files to be processed in an 

application.   The representative problem does not say that the timing estimate should 

be based on updating a master file against a fixed, predetermined number of trans- 

action files.   Rather, the number of transaction files is a variable to be stated by the 

analyst.    The necessary guides are provided so that the analyst must include all 

necessary information to accurately portray the specific application. 

Appendix III of this report contains the specifications for the application 

families dynamic file processing and static file processing.    These specifications are 

straightforward, and should be easily completed by anyone familiar with the application 

at hand.   As in the case of the Computer Specifications, the Problem Specifications are 

divided into several parts.    Part 1 is very general, and really determines whether the 

application calls for magnetic tape or random access processing. 

Parts 2 and 3 deal with the specifications for transaction files.   Part 2 is 

general in nature, and is designed to determine such information as the storage media, 

number of files, etc.   Part 3 is more detailed, and includes information about the 

number of records in a transaction file and the number of updating operations required, 

for example.    The specifications are well defined in each case, and the analyst should 

have no trouble in completing them.    Examples of Parts 1, 2 and 3 of the Problem 

Specifications are shown in Figure 15. 

Parts 4 and 5, illustrated in Figure 16, concern the master file.   Part 4 

is general information and Part 5 requires details of the master file.    The forms and 

the specifications for Part 5 look similar  to those used in Part 3, but they should 

not be confused. 

In Parts 6 and 7, the report file is specified.    Part 6 is general, dealing 

with the number of report records, the format of the records, types of reports, etc. 

In Part 7, more details are required, such as the number of characters per report, 

type of report media, etc.    The specification which details the report media is im- 

portant, because it allows the analyst to state whether the report is to be displayed 

via the CRT, etc.    This specification is designed particularly to provide expansion of 

the analytic capabilities of the AUERBACH installation effectiveness evaluation pro- 

cedure to include varied types of computer (especially peripheral) equipment and 

varied types of applications which fall within the application families noted in Para- 

graph 4. 2 of this report. 
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PROBLEM SPECIFICATIONS 

PART 1 - GENERAL 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 101 Is the application suited to magnetic tape oriented processing? yes/no 

PS 102 Is the application suited to random access processing ? yes/no 

PS 103 

PS 201 

If this is a random access application, state objective as 
either 

(a) maximize number of records processed or 
(b) minimize access time to a specific record. 

No. of transaction records per cycle (standard). 

PS 202 No. of transaction records per cycle (peak). 

PS 203 Will the transactions be sorted in main file order ? yes/no 

PS 204 Will the transactions already be on magnetic tape ? yes/no 

PS 205 

PS 320 

Will the transactions already be on the random access 
device ? 

No. of characters (including alphabetic, numeric, and special 
characters) per record. 

yes/no 

PS 330 No. of numeric digits per record. 

PS 340 

PS 361 

PS 362 

Average number of active fields per records (an active field 
is one which is used or referred to duringprocessing). ** 

State the number of files accessed per transaction:   read, 
write, or write and check usages of the random access 
records if necessary during the processing. 

State the number of read, read/write, and read/write/check 
usage of the random access records during the processing. 

Figure 15.   Sample General Problem and Transaction File Specifications 
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PROBLEM SPECIFICATIONS 

PART 4 - MASTER FILE 

(Use 1 per Master File) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 401 No. of records in the master file. 

PS 402 No. of major record types in the file. 

PS 403 What are the time intervals at which random records must be 
updated to remain usable? 

PS 510 No. of records of this type in the Master File. 

PS 520 No. of characters (including alphabetic, numeric, and special 
characters) per record. 

PS 530 No. of numeric digits per record. * 

PS 540 

PS 560 

Average number of active fields per record (an active) field 
is one which is used or referred to during processing). ** 

No. of Simple Field Updates or Equivalent Operations per 
record.    (This is the equivalent of the sum of the add/subtract 
and comparison operations needed to process a record.) 

PS 570 No. of Complex Field Update Steps or Equivalent Operations 
per record.    (This is the equivalent of the sum of multiply 
and divide operations per record.) 

PS 580 Average no. of decimal digits in the numeric operands used 
during the process. 

Figure 16.   Sample Master File Specifications 
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Part 8 of the Problem Specifications details the specifications for each 

printed report.    For example, information is required concerning the number of lines 

in headings, body, and footings of each report, as well as width and length of the 

printed form, etc.    Figure 17 illustrates Parts 6,7, and 8 of the Problem Specifica- 

tions. 

It is important to note that separate specifications (Parts 6,7, and 8) must 

be completed for each different report.   This will insure an accurate appraisal of the 

estimated running time for the representative problem, since peripheral equipment 

such as printers are frequently limiting factors. 

The estimated running time for the representative problem is derived by 

algorithmically combining the Computer and/or Extended Machine Specification and 

Problem Specifications.   This is the essence of the VECTOR process and will not 

be discussed in detail in this report.   It is important to note, however, that the 

Extended Machine Specifications will be substituted for their hardware corollaries in 

the VECTOR algorithms, if these specifications are available. 

4.3.4 Software Specifications 

One aspect of software evaluation has been considered through the concept 

of the extended machine.   As stated previously, software also is an important resource 

to consider in its effect on installation personnel.   In Appendix IV of this report, we 

have included a set of software specifications designed for this purpose.   The software 

specifications are divided into six parts, which are relatively independent of each other. 

They are: 

Part 1 — Diagnostics 
Part 2 — Program Structuring Elements 
Part 3 — Storage Allocation and Protection 
Part 4 — Program Library Facilities 
Part 5 — Maintenance, Modification, and Documentation 
Part 6 — Training and Familiarization 

It will be noted that scoring rules are included with each specification. 

This precludes another pass through the specifications to arrive at an effectiveness 

- 58 - 



PROBLEM SPECIFICATIONS 

PART 6 - REPORT FILE 

(Use 1 per Report File) 

SPECI- 
FICATION 
NO. 

RESPONSE 

PS 601 No. of report records per cycle (standard)» 

PS 602 No. of report records per cycle (peak). 

PS 603 Should the reports be sorted in main file order ? yes/no 

I PS 604 May the reports be placed on magnetic tape for off-line 
printing ? yes/no 

 1 1                                                       ~" 

PS 710 No. of records of this type in the Report File. 

PS 720 No. of characters (including alphabetic, numeric, and 
special characters) per record. 

PS 730 

PS 810 

Report Media (Communication line, CRT display, Hard 
Copy, etc.) 

Width of printed form in number of characters. 

PS 820 No. of printed alphanumeric lines per physical form. 

PS 830 No. of printed numeric lines per physical form. 

PS 840 No. of printed lines per heading. 

PS 850 No. of printed lines in report body. 

PS 860 No. of printed lines per footing. 

Figure 17.    Sample Report File and Printed Report Specifications 
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measure.    Since the scoring rules are included in the specifications, it is felt that im- 

partial Air Force personnel or an independent consultant should be assigned to complete 

these specifications. 

Since the various parts of these specifications can be considered separately 

the overall view is that the highest possible score for all specifications is 44. Deter- 

mination of tolerable limits for each part will be left to Air Force management, since 

these can vary. 

In Part 1, several types of diagnostics are included, all of which are impor- 

tant to the user of the system.    For program checkout (i.e. , debugging), three basic 

types of diagnostics are considered:   snapshot, trace, and postmortem diagnostics. 

These different types can exist in various combinations in any given system, and the 

software analyst should state the particular permutation which exists and score accord- 

ingly.   One should also be concerned with diagnostic facilities for the source language. 

In particular, the level of syntactic diagnostics available to flag errors in the source 

(input) language at compilation or assembly time is important.    For example, a com- 

piler should have the ability to scan a statement like 

X  =   ( (A + B) / (C + D) 

and flag the error as 

EXTRA LEFT PARENTHESIS. 

In most software systems it is also useful to have diagnostic facilities which can flag 

compilation or assembly errors which result in attempts to overrun available memory, 

for example, with a message like "COMPILED PROGRAM EXCEEDS AVAILABLE 

MEMORY. "   Part 1 of the Software Specifications includes specifications in all three 

of these areas of concern. 

Part 2 is a set of specifications for program structuring elements.    For 

example, specifications have been prepared which deal with levels of subroutine nesting, 

types of subroutines permitted, etc.   In addition, there are specifications which deal 

with the inclusion of linguistic macro-type entries to perform some of the common pro- 

gramming techniques such as iteration, conditional tests, etc.   An example of iteration 

expressed in FORTRAN IV is 

DO  4   I   =   1,  10,  1 

A   =   A + I 

where the underlined 'DO' is the linguistic device which expresses the iteration. 
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In Part 3, specifications are detailed which cover facilities for dynamic 

storage allocation and protection.   Included in these specifications are systems pro- 

grams such as the compilers, operating system, etc. , as well as the users' programs. 

Data storage and protection refers to the users' data, as well as general systems data; 

i.e. , the users' program is considered to be data to the compiler or operating system. 

Thus, attention is directed to an automatic storage mapping function, to relieve the 

programmer of this particular chore and also program relocation activities. 

Program library facilities are very important in most installations.   Part 4 

of the Software Specifications defines a set of program libraries as being complete, 

intermediate level, and minimum.   While the main concern is with the existence of 

these facilities at the time the software is first considered at an installation, provision 

has been made for scoring those systems in which the library facilities are developed 

after the fact, so to speak. 

Maintenance, system modification, and documentation have in the past been 

difficult areas for the user.   Completion of the specifications in Part 5 of the Software 

Specifications will often reveal to the user potentially troublesome areas.   SS507 is 

probably the least straightforward of these specifications and deserves some comment 

here.    This specification deals with the retention of the users' source language program 

by the system, either on magnetic tape or in a disc file.   This facility can provide the 

user access to his source language for checkout or updating purposes without going 

through a recompilation or reassembly process, and also avoids the problem of saving 

many versions of the program in hard copy.    This is a feature which is not commonly 

provided today, but it is a useful notion which will probably receive more emphasis in 

the future. 

Part 6 of the Software Specifications is designed to cover two aspects of 

training in the use of the software system under consideration.    First, formal training 

sessions by the supplier are considered.   There should be two aspects to this training, 

the source language and the practical use of the system.    The score is determined by 

the amount of training provided.   If training in both aspects is offered, the score will 

be higher.   This amount of training is very important to the installation which will 

use the system, since it enables programmers to become proficient in its use more 

quickly. 
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Even after formal training has been completed, a certain amount of time is 

required before programming personnel become at ease with the system.    Thus in 

specifications SS704-706, one should consider how long it takes a programmer to learn 

the tricks and idiosyncrasies of the system.   Consideration should also be given to the 

time required to learn through experience which constructs tend to slow down the object 

program, and to avoiding them where desirable. 

The term "appropriate personnel" used in these specifications refers to 

junior or journeyman programmers, senior programmer/analysts, and lead program- 

mers.   Not all personnel may be required to use a particular software system.    For 

example, one would not expect a junior programmer to use a sophisticated system 

designed for use by senior people or well-versed specialists.    This should be taken 

into consideration when these specifications in Part 6 are completed. 

It should be noted that AUERBACH Corporation does not claim that these 

software specifications are complete, or that they answer every specific need.   How- 

ever, those specifications have been developed for which answers are usually available 

to the user.   Many other specifications can be listed, but it is not known at this stage 

of development what the implications of the responses might be.   This type of specifi- 

cation has been avoided until such time as it is known how to use the response in 

effectiveness evaluation.   It should also be noted that the user can add specifications 

which are of particular value in a given situation.    Similarly, these specifications or 

even major parts as defined above may be deleted, if they are not germane to the 

application or installation.   The effect of such changes on the scoring system should 

be taken into account when they are made. 

4.3.5 Installation Operating Specifications 

The operating specifications or the items to be measured in the operation 

of a computer installation have been divided into some seventy or more data elements 

to be collected as part of a daily operation of a computer installation.    This is an 

attempt to establish procedures for the collection of management data.    From the 

initial collection of this management reporting data and subsequent iterations in data 

collection achieved through refinement of the operating specifications, AUERBACH 

hopes to be able to provide management, at both the operating and policy making 

levels, with sufficient information to determine those elements of computer installa- 

tion resource allocation that are critical.   The identification of these critical elements 

will result from collection of the data outlined in the installation operating 

specifications,  combining of these quantitative values under a data conversion 
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algorithm, operating on the data via the statistical technique known as stepwisemultiple 

regression analysis, and using this statistical technique to determine the relative sig- 

nificance of each of the factors presented to the total operating efficiency of the instal- 

lation. 

Part 1 refers to the collection of data relative to numbers and salaries of 

personnel.   Part 2 is devoted to the cost and utilization factors incurred in operating 

installations through expenditure of such resources as maintenance, supplies, and square 

footage of space.   Part 3 is devoted to the equipment cost and equipment utilization in 

terms of hours and number of runs per month.    For the purposes of this questionnaire, 

a run is defined as a unit of work in which a discrete starting point and discrete ending 

point can be defined.   This definition is utilized to account for isolated random processing 

of tasks and to incorporate each of these either as a single run (if only one item was pro- 

cessed for the day) or as an element of a run (if many related items were processed for 

the day, so that all related runs for a dynamic file processing application over a 24-hour 

period could be counted as one run).    This element is validated by the fact that data is 

collected on the number of hours for production runs per month and over the course of a 

month's time, these factors should provide a reasonable average. 

Parts4 and5, devoted to installation and program performance respectively, 

are aimed at collection of data on a project basis.   It is our opinion that this is the most 

meaningful orientation for collection of data, since in a given installation any number of 

different families or application types may be utilized.   Our classification scheme referred 

to earlier in this section is geared to this division of tasks at the project level. 

It is believed that the information presented in Parts 1 through 5 of the installa- 

tion operating specifications covers the major itmes of significance relative to the utiliza- 

tion of resources within the computer installation.   Resources are defined as such quanti- 

tatively measured items as computer equipment, number and cost of programming and 

operating personnel, and supplies.   In addition to these measurements of the resource 

allocation,   one must define the criteria for efficient utilization.    These criteria are stated 

in Parts 4 and 5 of the installation operating specifications.   We recognize that, particularly 

in Sections 4 and 5, many of the data items that have been requested for quantitative com- 

pletion will not be available in any quantitative form within the installations to be examined. 

It is intended, where this data is not available, to examine the records maintained in what- 

ever form that should happen to exist to compile this data.   Where such examination does 

not yield any pertinent result, averages of combined best-estimate information will have to 

suffice for the initial gathering of data. 
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It is further believed that, by imposing these procedures for collection of oper- 

ating statistics within Air Force installations, a by-product service is being created which 

will be of great value to Air Force management.    The standardized collection of data as 

defined in these installation operating specifications will force all installations to collect 

data in a uniform manner.    This of itself will provide a basis for valid comparisons of 

operating procedures. 

Furthermore, the use of these procedures for collecting data will force planning 

of new projects to include provisions for collection of data according to the definitions 

that have been set up in the questionnaire.   Again, this has the beneficial effect of standar- 

dizing management of resources such as programmers and project management within a 

group of installations.   Eventually, sufficient data should be available to allow classifica- 

tion of data into the various computer installation environments and problem types to 

provide standards that can be used as guides for allocation of resources to project tasks. 
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4.4 RESOURCE ALLOCATION 

The specifications and concepts discussed in Paragraphs 4. 2 through 4.3.5 

all provide some quantitative measurement of the resources available to a computer in- 

stallation.   The resources which have been identified are: 

(1) The computer system(s) and its extended machine per- 
formance produced by the interaction of the software 
system on the raw hardware performance.    The extended 
machine performance is used primarily to produce an 
estimated computer performance time.    The extended 
machine specification is processed through a conversion 
algorithm to produce a series of data elements that sig- 
nificantly affect the computer running time,   In turn the 
problem specification, a representative set of problem 
specifications for the application family, is merged with 
computer data elements to produce an estimated com- 
puter running time for a given set of problem parameters 
(e.g. , volume, file size, transaction activity, etc.)0 

(2) The software system(s) contributes to the effective utilization 
of programming and operating personnel by its effect on the 
amount of training time spent by programmers in learning a 
new computer system, the aid it provides in shortening 
problem analysis, the amount of by-product documentation 
produced, as well as the built-in check-out facilities, all 
of which have a pronounced effect on the amount of time 
spent by programming personnel on each of these activities. 

In turn, computer operating systems will play an increasing 
role in determination of the duties of operator personnel and 
the number of personnel necessary for each shift 

(3) Installation Operating Specifications have been divided into 
five sections: 

(a) Personnel represent perhaps the single largest factor 
in determining overall systems performance in terms 
of dollars.   Personnel have been categorized as: 

1 Programmers 
2. Operators 
3. Clerical 
4. Managerial 
5. Administrative (support rather than direct) 

It is intended to measure both numbers and costs of each 
of these categories relative to the volumes processed, 
installation environments, and application families that 
exist within the installation. 
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(b) Data is to be collected on equipment utilization to 
compare utilization to the de facto standards derived 
for each representative problem type for each appli- 
cation family.    Counts of the total number of program 
runs and checkout runs per month serve as validity 
checks on data collected in Part 3 (utilization of 
supplies), Part 4 (delivery of projects within time and 
budget estimates), and Part 5 (number of hours spent 
on checkout).   Additionally, the data will be used to 
provide guidelines on how much machine time is 
necessary for checkout of particular application 
families under varied installation environments. 
Eventually, for example, it should be possible to 
predetermine the number of hours of checkout neces- 
sary for a 50,000-step inventory control problem 
using batched input in a centralized operation. 

(c) Data collected on maintance and supplies utilization 
is used to derive guidelines as to the normal usage 
of these resources under varying conditions of appli- 
cation demands, installation environments, and 
management policies. 

(d) Data collected on project performance is used to 
indicate the relationship of the effective utilization 
of men, equipment, and supplies to delivery of 
results.   It provides management, at the operating 
level, with a measure of how much effect the utiliza- 
tion of more of any resource item (i.e. , more or 
higher level programmers, more machine check-out 
time, more elaborate software) can affect the delivery 
and cost of each project. 

When such data comparisons are extended over a range 
of installations working on similar application tasks in 
similar environments, they provide a standard. 

(e) Collection of data on programmer time is most dir- 
ectly related to the single, most controllable variable 
in the performance evaluation, namely programming 
costs.   These costs are collected separately on each 
project and within each application family and classified 
by a large number of factors including such items as 
state of problem definition, number of changes in 
problem requirements,  simplicity of problem logic, 
interface with other programs, etc.    Since it would be 
difficult to place a quantitative value on each of these 
contributing factors, it was determined that the time 
expended on each categorized activity would, over a 
series of projects, provide the most accurate measure 
of the contribution of that activity to overall program- 
ming cost.   It may be revealed that non-numeric 
processing problems require more logical analysis time 
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than inventory control or personnel accounting, as 
a result of an analysis of the time spent on this category 
over a range of problems.   Resource allocation analysis 
will reveal these relationships. 

4.4.1 Software as a Resource 

AUERBACH has identified software as a separate resource, since it affects 

both computer hardware operation and programmer performance.   Details of the effect 

of software on computer hardware have been described in Paragraph 4.3.2.    The soft- 

ware specifications for determining its impact on programming personnel and manage- 

ment have been discussed in Paragraph 4.3,4.   The rating of the software system in 

both areas provides a good indication to management of the impact of the software system 

on the installation as a whole.    Furthermore, these measures are used in the multiple 

regression analysis.    This will ensure that this important resource is duly considered 

in the installation effectiveness evaluation, and that software, which is itself a dynamic 

force within the ADP community, will be a part of the dynamic, self-improving effec- 

tiveness evaluation technique developed in this study.   Both of these aspects of software 

evaluation will help to develop more vigorous standards for the use and measurement 

of software systems and the total installation. 

4.4.2 Installation Performance Summary 

All of the resources referred to in Paragraph 4. 4 are to be considered part 

of the AUERBACH effectiveness evaluation procedure.    The first step after an evalua- 

tion is completed is to inform local management of the results of the analysis.    This 

is accomplished by reporting to that level of management its position with respect to 

machine utilization, based in part on estimated versus actual running times for repre- 

sentative tasks, personnel utilization measured in part on the same basis, estimated 

(target) delivery time versus actual delivery time,    etc.   Many other items of specific 

interest to installation management will also be presented in the installation summary. 

A sample of this summary report is indicated in Figure 3. 

The information contained in the installation summary report will be further 

analyzed through stepwise multiple regression analysis, and results will be compared 

with similar installations according to the standards developed in the AUERBACH 

procedure.   These further results will be presented to higher level Air Force Manage- 

ment in the form of an installation profile, which will indicate the strengths and weak- 

nesses of a particular installation or proposed installation.    This profile can be used 
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by higher level management in its resource allocation and planning as dictated by Air 

Force and Department of Defense needs. 

The sample Installation   Summary Report shown in Figure 18 includes infor- 

mation of direct value to the installation management.   In particular, allocation of the 

installation's major direct resources, equipment, software, and personnel is summar- 

ized with respect to scores derived in the processes described above in Paragraphs 

4. 1 through 4.3.5 and combined in the resource allocation measurement algorithm. 

The Installation Summary Report is divided into six major sections: 

(1) General 

(2) Equipment 

(3) Software 

(4) Personnel 

(5) Cost 

(6) Accomplishment 

These sections are closely related to the format suggested by the Bureau of the Budget^    ' 

in the Chapter entitled "Information for Managing Automatic Data Processing Activities. " 

The sections are not necessarily mutually exclusive, since all of the resources of a com- 

puter installation are related.    The utilization of each resource is determined as inde- 

pendently as possible. 

4.5 STANDARDS 

The collection of computer and problem data, task and installation classifi- 

cation data, and the manipulation of installation performance data is not the end of the 

evaluation process. It is, in fact, only one step in the process.   As in any evaluation, 

the evaluator or reviewer must compare what he knows about that which is being evalu- 

ated to some kind of standard.    The standard may be some officially promulgated quan- 

titative value, it may be a qualitative but generally accepted policy, or it may be an un- 

stated but intuitively sensed "standard" in the mind of the reviewer.   In any case, it is 

the comparison of performance data against performance standards which permits per- 

formance evaluation. 

Task and installation classification provides a basis for standards develop- 

ment.   It is meaningless to compare installations which fall into different categories 

(1\ id. , pp 65-66 
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unless they have a common denominator such as is provided by the functional applica- 

tion families.   Similarly, it is rather shortsighted to compare solely on the basis of 

the application family, since the applications could be performed under divergent circum- 

stances, e.g. , they could utilize machines of varying capacity in terms of speed and 

memory size. 

As noted above in Paragraphs 4. 1 through 4.3.5, the AUERBACH effective- 

ness evaluation procedure collects data concerning all facets of an ADP installation. 

The algorithmic combination of data in the form of computer and problem specifications 

leads to an estimated running time for a particular application family.    This estimated 

running time represents a de facto standard for comparison. 

The AUERBACH performance effectiveness evaluation procedure provides 

for a set of standards which are consistent yet dynamic, are subject to statistical vali- 

dation, and may be modified easily to meet the needs of the user.    In general, the 

standards are empirically developed, but the development process never ends. 

All of the data collected as installation operating characteristics and resource 

allocation statistics contributes to the development of standards and the subsequent up- 

dating process.   Although the precise method of handling the data cannot be determined 

until actual performance and classification data is collected from several installations, 

the approach is quite clearly identified. 

The standards are based upon the data collected in the application of the 

AUERBACH process.    For each value, raw or manipulated into a ratio or formula, 

there may be a standard.    The standard, could be in the form of an average of all col- 

lected values or the median, or, depending upon the distribution of values, it could be 

indicated as a range of statistical significance.    The raw data specifications will be 

refined or summarized through standard procedures to be developed and documented 

(see Section III) in order to provide input to a procedure for determining the relative 

significance and index value to be associated with each performance measurement 

criterion.    The standards will be measured by statistical techniques and in each case 
(12) 

the method offering the most significant standard will be adopted. 

(12) 
For a discussion of the statistical techniques and the method of their application, 
see Paragraph 4.6. 
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As has been implied many times in this report, it can be expected that some 

measurements could have exceptionally wide ranges, since there are many important 

differences among computer installations.   It is for this reason that an installation and 

task classification scheme has been developed and that, in practice, installations should 

be compared to installations of the same class.    Consequently, it is anticipated that 

most of the standards will be similarly classified so that the results of an installation 

evaluation will be as meaningful as possible. 

The dynamic nature of the standards aspect of the AUERBACH process comes 

about through continued use of the process.   As installations are evaluated and as data 

is collected, more and more data becomes available for refining and, perhaps, making 

major changes in standards.   The statistical analyses referred to above will be repeated 

from time to time and it is anticipated that the standards will become more realistic 

and consequently more useful as time goes by. 

Furthermore, anticipating continued rapid changes in the state-of-the-art of 

computing, it is essential that the evaluation process be capable of being modified as 

the nature of installations, applications, and computers changes.   Since there should 

be a constant input of new data into the system, it is conceivable that the standards 

refining analyses will be able to detect trends and will highlight areas in which the 

impact of aged data should be reduced.    This dynamic, self-correcting feature of the 

AUERBACH process not only reduces the likelihood of early obsolescence of the process, 

but should actually cause it to improve with age. 

4. 6 STATISTICAL ANALYSIS 

Validation of the AUERBACH process for effectiveness evaluation will be 

accomplished statistically.   A mathematical model will be constructed and used to: 

(1) Verify the appropriateness of the classification scheme 
developed to categorize installations, performance data, 
and standards. 

(2) Determine the relative significance of the data elements 
used in the evaluation process. 

(3) Provide a rigorous method for combining the funda- 
mentally dissimilar information collected and reducing 
it to a form directly usable in quantifying effectiveness. 

(4) Introduce a self-refining quality into the AUERBACH 
process to assure the modification of the process as 
external factors induce a need for modification. 
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The principal statistical tool to be used is stepwise multiple regression 

analysis. 

4.6.1        Stepwise Multiple Regression Analysis 

Multiple regression analysis is a technique used in data analysis to obtain the 

best fit of a set of observations of independent and dependent variables by an equation 

of the form: 

y  = bQ + blxx + b2x2 + . . . + bnxn 

where y is the dependent variable; x.., x„,  ... are the independent variables; and 

bn,  . . . , b   are the coefficients to be determined. 

By means of a least squares fit for a particular set of observations, a set 

of coefficients is derived for the dependent variables.    The solution also provides: 

(1) A measure of reliability of each coefficient. 

(2) The degree to which the fit approximates the assumed 
relationship. 

(3) The contribution of each dependent variable to the rela- 
tionship between the set of dependent variables and the 
independent variable. 

(4) The degree to which the set of dependent variables ex- 
plain the variation in the independent variable. 

(5) The degree of reliability of the relationship between 
dependent and independent variables. 

(6) The statistical significance of this relationship. 

A modification of the regression approach is known as the stepwise method. 

In the stepwise procedure, intermediate results which are not even recorded by normal 

calculation methods are used to give valuable statistical information at each step in 

the calculation.    These intermediate answers are also used to control the method of 

calculation.   Essentially, without adding greatly to the number of arithmetic steps, a 

number of intermediate regression equations are obtained, as well as the complete 

multiple regression equation.    These equations are obtained by adding one variable at 

a time and thus give the following intermediate equations: 
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y = b0 + blXl 

y = bö + bixl + b2x2 

y  = b0 + b^ + b2x2 + b3x3 

The variable added is that one which makes the greatest improvement in 

"goodness of fit. "   The coefficients represent the best values when the equation is fitted 

by the specific variables included in the equation. 

An important property of the stepwise procedure is based on the facts that (1) 

a variable may be indicated to be significant in any early stage and thus enter the equa- 

tion, and (2) after several other variables are added to the regression equation, the 

initial variable may be indicated to be insignificant.   The insignificant variable will be 

removed from the regression equation before adding an additional variable.    There- 

fore, only significant variables are included in the final regression. 

In summary, therefore, the stepwise multiple regression technique enables 

an investigator to hypothesize the impact of a large set of dependent variables on the in- 

dependent variable and test: 

(1) Which ones are indeed significant. 

(2) The degree of variation explained by these significant 
variables. 

Based on the relationship for each group studied, the analysis will predict 

the value of the independent variable to be used as a standard. 

4.6.2 Example of Stepwise Multiple Regression  Analysis 

A set of questionnaires has been designed as indicated in the previous sec- 

tions.   These questionnaires contain data from each installation, such as: 

(1) Number of Analysts 

(2) Number of Programmers 

(3) Amount of Square Footage Utilized by Installation 
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(4) Number of Machine Operators 

(5) Complexity of Task 

(6) Number of Program Steps 

(7) Number of Checkout Runs 

This data will be correlated by means of Stepwise multiple regression with the 

number of dollars expended by that installation.    The stepwise regression analysis by an 

iterative process will select the relevant variables and will weight them in such a way 

that the relative importance of each variable will be indicated.    For example, assume 

that the iterative process has selected variables (6) and (7) as noted above (number of 

program steps and number of checkout runs respectively).    These variables are then 

weighted by the procedure indicated in the following calculations.    The following table 

indicates the basic data collected by means of the questionnaire: 

Installation No. of Program No. of Check- $ 
(N) Steps out Runs Expended 

1 20 20 500 
2 30 10 400 
3 40 40 800 
4 20 10 300 
5 40 20 600 

Step 1. The regression equation that would be used to fit the variables 
to an equation is: 

y   =  axx + bx2 + c 

The desired values of a, b, and c are such that the sum of squares of 
the errors between actual and normal y-values is a minimum.    The 
normal equations are obtained by differentiating with respect to a, b, 
and c respectively, the expression: 

£ (y - axx - bx2 - c) 

After setting each of the first derivatives equal to zero and simplifying 
we arrive at the normal equations: 

£ x^  =   aiZx1   + bZx1x2 + cEx 

2/x2y  =  aEx1x2 + bXx2   + cLx2 

Ey   =  aZxx + bZx2 + Nc 
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Step 2.    The values necessary for the solution of the normal equations 
are then computed from the following table t 

Instal- No. of No. of 2 
Xl 

2 
X2 lation § Program Check- x,y V X1X2 

(N) y Steps out Runs 

1 500 20 20 10,000 10,000 400 400 400 
2 400 10 30 4,000 12,000 300 100 900 
3 800 40 40 32,000 32,000 1,600 1,600 1,600 
4 300 10 20 3,000 6,000 200 100 400 
5 600 20 40 12,000 24,000 800 400 1,600 

Total       2,600 100 150 61,000       84,000   3,300      2,600   4,900 

These values are as follows: 

N   =   5 

Ey   =   2,600 

Exx   =   150 

£x2   =   100 

&," =     5,400 

w =     2,600 

£*xy =   89,000 

*v =   61,000 

^xlx2 =     3,500 

Step 3.    Substitute these values into the normal equations and solve 
simultaneously following the procedure outlined below: 

(1) 61,000   =   2,600 a + 3,300 b + 100 c 
(2) 84,000   =   3,300 a + 4,900 b + 150 c 
(3) 2,600   =   100 a + 150 b + 5c 

Divide each equation by the coefficient of c. 

(4) 610   =   26 a + 33 b + c 
(5) 560   =   22 a + 32.66 b + c 
(6) 520   =   20 a + 30 b + c 

Subtract (5) and (6) from (4) successively. 

(7) 
(8) 

50   =  4 a + 33 b 
90   =   6 a + 3 b 

Divide by the coefficient of b. 

(9) 150   =   12a + b 
(10) 30   =   2a + b 
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Subtract equation (10) from equation (9). 

(11) 120   =   10a 
a  =   120/10   =   12 

Substitute in (8) and solve for b. 

90  =   6(12) + 3b 
b   =  6 

Substitute the values for a and b into equation (6) and solve for c. 
(Note that a, b, or c may be negative, but this does not affect the 
usefulness of the method.) 

520   =   20 (12) + 30 (6) + c 
100   =   c. 

Substitute the values for a, b, and c into equation (3), getting an 
identity (2600 = 2600) proving the value obtained.    The equation is 
of the following form: 

y   =   12 (No. of Program Steps) +6 (No.  of Checkout Runs) + 100 

This equation is then used in the determination of standards for other 
and subsequent installations.    This requires that a system be employed 
to record the output variables and the dollars expended. 

Step 4.    Assume that for the following the data below is collected: 

x2 Actual $ 
Expended 

10 500 
25 500 
5 500 

30 500 
20 500 

80 90 2500 

These output figures are put into the formula to determine standard 
expenditures. 

Installation Xl 
(N) 

1 20 
2 5 
3 ;u) 
4 15 
5 10 
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Installation Standard 
(N) $ 

1 400 
2 310 
3 490 
4 460 
5 340 

2000 

The performance rating of the installation is then determined by 
dividing standard dollars for each installation by actual dollars, 
i.e. , 400/500 or 80 percent for installation 1 as shown in the last 
two tables. 

The 80 percent performance measure calculated by multiple re- 
gression analysis integrates the innumerable variables of this 
particular installation, affording management a useful tool for 
action. 

This has been accomplished by: 

(1) Analyzing the variables which account for most of the 
variability in output. 

(2) Correlating outputs to these variables by means of 
stepwise multiple regression analysis. 

(3) Comparing actual dollars to standard dollars as deter- 
mined by the derived formula. 

4.6.3 Application of Statistical Analysis to Effectiveness Evaluation 

The primary model will relate the total cost of operating the existing or 

proposed installation to a set of readily identifiable variables.    This set of variables 

will be originally selected from those appearing on the various data collection docu- 

ments contained in the Appendices to this report and illustrated above.    The original 

set will be developed intuitively; it is desirable - but far from critical - that the most 

significant variables be selected at this point. 

Data will be collected from a sample of presumably homogeneous installa- 

tions performing nearly homogeneous tasks (e.g. , dynamic file processing).    Each 

of the selected variables will be scaled.    The variables will then be analyzed by means 

of the stepwise multiple regression technique. 
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The output of such an analysis would be: 

(1) A weighting factor (coefficient) for each variable. 

(2) The degree of relationship between the weighted 
variables and dollars expended.   If the degree of re- 
lationship is statistically significant, then the significant 
variables and their relative weights do indeed explain 
the dollar variation.   If this, however, is not the case, 
other variables can be tested.    This provides a mechanism 
for validating the variables hypothesized. 

(3) A preliminary standard for each installation based on the 
variables uncovered as significant and their relative 
importance. 

(4) A comparison of the actual dollars expended to the calculated 
standard dollars, revealing the degree of deviation of the 
actual from the standard. 

(5) The relationship of the significant variables and the dollars 
expended expressed in terms of an equation.    The sensitivity 
of each variable can be tested by means of a sensitivity 
analysis to study the impact of the variables on the dollars 
expended.   As a result, the relative impact of the variables 
commensurate with their values can be ascertained. 

This process will be repeated many times until the correlation indices indi- 

cate that the model does in fact describe the real world, within statistically acceptable 

limits.    The number of iterations that will be required cannot be predicted at this point; 

however, convergence can be expected - i.e. , the outputs of each iteration will normally 

be better than all prior outputs. 

It is not required that all variables be linear.    Logarithmic, exponential, or 

trigonometric relationships are permitted and will be tested for significance.    Similarly, 

multivariable terms will be tested if indicated.    The scales and values for the most 

significant variables will be revised where appropriate to increase their accuracy. 

Statistically insignificant variables will be eliminated as their insignificance is revealed. 

Each time an installation is evaluated, the variables which are used in the 

model will be "plugged in" and the standard annual cost determined.    The ratio of the 

actual (or planned or budgeted) cost to the standard will provide a comprehensive, 

overall performance effectiveness rating.    Such a rating, along with the data reported 

on the Installation Performance Summary, provides the principal inputs to the final 

document, the Effectiveness Evaluation Report. 
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Furthermore, the model will be periodically revised, on the basis of addi- 

tional data collected as additional installations are evaluated.   As described in Para- 

graph 4.5 this process will refine the model and assure its continuing significance. 

The model will also indicate the validity of the classification scheme in use at any time; 

consistently low correlation implies a nonhomogeneous class, while high correlation 

within subsets of a class of installations may indicate a need for definition of new classes. 

Consequently, as the state of the art advances, the statistical technique will 

be constantly used to revise and revalidate the classes and standards to reflect the 

anticipated increased efficiency in information processing.    This will keep the evalua- 

tion procedure up-to-date and, hopefully, reveal new insights into the functioning of the 

world of information science. 
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APPENDIX I 

COMPUTER SPECIFICATIONS 
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DIRECTIONS FOR COMPLETING COMPUTER SPECIFICATIONS 

In completing the computer specifications, it should be remembered that the 

purpose is not to portray the machine in isolation, but rather as it will be used in the 

operating environment.   Thus, the specifications are concerned with a specific con- 

figuration of equipment, not necessarily a maximum or minimum system. 

It is anticipated that the computer specifications will be completed by a 

representative of the manufacturer who has access to all of the relevant facts and 

knowledge of the most efficient techniques for programming and operating the system. 

The estimated running time (and hence, in part, the performance time) for a com- 

puter system will be directly related to the responses entered in the computer speci- 

fication form.   Where specific tasks have been defined, it is intended that the definition 

serve as a guide for the programming.   If the answer cannot be determined, the 

response should be stated as "UNKNOWN."   It is of great importance that each appro- 

priate specification response be entered as completely and realistically as possible. 

The computer specifications have been divided into seven parts, each of 

which can be completed separately.   Part 1 is a specification of fundamental com- 

puter systems characteristics, such as word size,  number of words of main memory, 

number of processors, etc.   These specifications are straightforward, and should be 

self-explanatory. 

Part 2 deals with central processor timing information.   It should be noted 

that raw add time, for example, as stated in an advertising brochure is not applicable 

here, except as part of the program loop.   Specifications which indicate how the hard- 

ware above might perform certain executive functions, e.g., the time required to 

respond to I/O interrupt conditions, are also included in this part. 

In Part 3, Input/Output process-related timing, the specifications are not 

so straightforward as in the other parts.   This is due to the fact that input/output 

processing timings are derived from tasks which can be done in several ways.    For 

example, the relatively simple task of initiating a card read instruction may require 

verification of the code, translation into a form acceptable to the computer, etc. 

There are many ways to accomplish these tasks, some of which are applicable to 

some computers and not applicable to others.   The specifications in Part 3 allow for 
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permutations of these various conditions.   It is important to pay particular attention 

to these specifications since they may play a major role in determining the perform- 

ance (running time) estimate of a computer system. 

Part 4 is a straightforward set of specifications devoted to magnetic tape 

subsystem performance.   Included here are specifications which define simultaneous 

operations such as read/compute, peak speed of the tape units in terms of alpha- 

numeric characters per second, recording density, etc.   If tape subsystems of 

different rated speeds are components in a computer configuration, a separate 

specifications form must be completed for each one. 

Part 5 includes specifications for line printers such as effective transfer 

rates, and central processor overheads.   These specifications include both timing 

information and physical capacity of the printer in terms of page width in number of 

characters, etc.   There are two specifications for use in computing effective printer 

speed.   One requests speed for a stated alphanumeric character set, and the other 

is for a stated numeric character set.   Should the effective speed be the same in both 

cases, each specification should be completed with numeric answers.   The specifi- 

cations contained in this part are straightforward, and should be completed. 

Part 6 is a set of specifications for punch card equipment (readers and 

punches).   In the specifications for effective reader or punch speeds and channel 

usage time, space is provided for different figures if speeds vary according to the 

rightmost column read or punched.   If the speed does not vary, only the 80th column 

is to be completed.   Since card equipment is largely mechanical, specifications have 

been provided for time required to engage and disengage a clutch, if one is used in the 

device. 

Part 7 is composed of the specifications for random access devices.   These 

specifications are designed to include all types of presently known equipment.   The 

devices have been characterized as nonremovable, e.g., a disc file, where the stor- 

age element cannot be physically removed; and removable, e.g., a cartridge unit, 

where the storage element can be physically removed by an operator.    For non- 

removable devices, the response for specifications time required to change storage 

elements, etc. should be marked N/A (Not Applicable).   While these specifications 

are straightforward, they will require time to complete, since tables must be com- 

pleted for distinct sets of conditions.   The specifications regarding effective access 
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time are stated in terms of file sizes, rather than rated physical capacity of the device. 

This should be noted in order to avoid any confusion and inadvertent misrepresentation 

of the random access subsystem. 

The specifications for the central processor and the various tasks require 

completion only once by each manufacturer for each computer system.   However, as 

stated above, for peripheral gear such as printers, card equipment, and random 

access devices, one set of specifications must be completed for each piece of equip- 

ment having different characteristics, if it is included in the configuration.   For 

example, a computer system configuration which employs on-line high-speed and 

low-speed line printers requires that a specification form must be completed for each 

device.   This is true also for card equipment and random access devices, where 

applicable. 
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COMPUTER SPECIFICATIONS 

PART 1 - SYSTEM SPECIFICATIONS 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS  101 X X X Main memory size in words. words 

CS 102 X X Word size in alphanumeric characters. chars. 

CS 103 X X Word size in decimal digits. digits 

CS 104 X Word size in bits (excluding check bits). bits 

CS 105 X Main memory size in characters. chars. 

CS 106 X Main memory size in decimal digits. digits 

CS 107 X No. of decimal digits per alphanumeric 
character. 

CS  108 X X X X X No. of index registers. 

CS 109 X X X Main memory volume that can be accessed 
without indexing, in words. words 

CS 110 X Main memory volume that can be accessed 
without indexing, in characters. chars. 

CS  111 X Main memory volume that can be accessed 
without indexing, in decimal digits. digits 

Abbreviations 

BW - Binary Fixed Word Systems 
DW - Decimal Fixed Word Systems 
DC - Decimal Character Oriented Systems 
AW - Alphanumeric Fixed Word Systems 
AC - Alphanumeric Character Oriented Systems. 
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COMPUTER SPECIFICATIONS 

PART 1 - SYSTEM SPECIFICATIONS (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 112 No. of input/output data channels 

CS 113 No. of line printers 

CS 114 No. of card readers 

CS 115 No. of card punches 

CS 116 No. of random access devices 

CS 117 No. of processors 

CS 118 No. of arithmetic units per processor 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES 

SPECIFI- 
CATION 
NO. 

APPLICAB LE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 201 X X X X X Time taken to add two operands in main 
memory and store the sum (operands must 
have more than 4 decimal digits). Msec. 

CS 202 X X X X Time taken to multiply an X digit operand 
by a Y digit operand and store the product 
(X and Y must be greater than 4). jusec. 

CS 203 X X X X Time taken to divide an X digit operand 
by a Y digit operand and store the quotient 
(X and Y must be greater than 4). Msec. 

CS 204 X Time taken to multiply two operands in 
main memory and store the product. Msec. 

CS 205 X Time taken to divide two operands in 
main memory and store the quotient. Msec. 

CS 206 X X X X X Time taken to index in operand. Msec. 

CS 207 X X X X X Time taken to compare 2 operands in main 
memory (of at least 8 decimal digits or 
equivalent) and to transfer control to one 
of two arbitrary locations based on the 
result of the comparison. Msec. 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICAB] LE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 208 X X X X X Time taken to perform the following task: 
A 1-digit operand, whose value is 1, 2, 
3, 4, 5, or 6, is held in main memory. 
This is used to transfer control to one of 
six locations.    The time stated includes a 
check that the value is between 1 and 6, 
and all necessary work up to and including 
the transfer of control.   If the time varies, 
based on the value of the data item, quote 
a formula. /usec. 

CS 209 X Time taken for the following task: 
A four-bit operand is presently stored in 
the middle of a computer word.   It is 
needed for use as a numeric operand, 
effectively right justified.   The task is 
to prepare it for this use.   (If no action 
need be taken, the time is zero.)   Nor- 
mally, it will be necessary to place it 
into another location. ptsec. 

CS 210 X X Time taken for the following task: 
A single-digit operand is presently 
stored in the middle of a computer word. 
It is needed for use as a numeric op- 
erand, effectively right justified.    The 
task is to prepare it for this use.    (If 
no action need be taken, the time is 
zero.)   Normally, it will be necessary 
to place it into another location. Msec. 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 211 X Time taken for the following task, which is 
the complement of CS 209:   A 4-bit operand 
has been produced by arithmetic operations 
and stored for continued computational use. 
What is the time needed to store it in the 
middle of a computer word without changing 
the contents of the rest of the word?  (If 
CS 209 was zero, probably this will be 
zero also.) Msec. 

CS 212 X X Time taken for the following task, which is 
the complement of CS 210:   A one-digit 
operand has been produced by arithmetic 
operations and stored for continued com- 
putational use.   What is the time needed to 
store it in the middle of a computer word 
without changing the contents of the rest 
of the word?    (If CS 210 was zero, 
probably this will be zero also.) Msec. 

CS 213 X X X X X Time taken to increment and test an 
index register. Msec, 

CS 214 X X X X X Time taken to move an instruction from 
one part of the main memory to another 
location. Msec. 

CS 215 X X X X X Time taken to move a record of N char- 
acters from one part of the main mem- 
ory to another»    (N is to be considered 
a large number.) Msec. 

CS 216 X X X X X Time taken to indirectly address an 
operand.    (If there is no indirect ad- 
dressing capability, enter "(X. ".) Msec. 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICAB] [JE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 217 General table search task* with minimized 
programming, using sequential search. 

Msec. 

CS 218 General table search task* with minimized 
object time, using sequential search method. /xsec. 

CS 219 General table search task* with minimized 
programming, using binary search method. Msec. 

CS 220 General table search task* with minimized 
object time, using binary search method. Msec. 

*        General table search task:   Examine a table stored in main memory to find an argument 
identical with a test argument.   The desired answer is the time per argument tested, with 
initialization time ignored.   Arguments are 8 decimal digits long, and arranged in ascending 
sequence with variable increments between the values of consecutive arguments. 

Sequential search method:   The table arguments are examined in 
straightforward sequential fashion, allowing the automatic table 
look-up facilities to be used in many computers. 

Binary search method:  Assume the table has N entries, where N 
is 2 raised to any integral power (e.g., 64).   First compare the 
(N/2)th table argument with the test argument.   Depending upon the 
results, examine next the (N/4)th or (3N/4)th argument; then the 
(N/8)th,  (3N/8)th,  (5N/8)th, or (7N/8)th argument; etc. 
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COMPUTER SPECIFICATIONS 

PART 2 - PROCESSOR TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS221 Time required to respond to   hardware inter- 
rupt condition not due to hardware malfunction, 
and transfer control to program execution mode. Msec. 

CS 222 Time required to respond to   interrupt due 
to hardware malfunction, take whatever cor- 
rective action is possible, and transfer control 
to program execution. Msec. 

CS 223 Time required to respond to  priority job 
interrupt conditions and transfer control to 
program execution. Msec. 

CS 224 Time required to transfer control to alternate 
hardware processor. Msec. 

CS 225 Main memory requirements for resident 
operating system. words/char 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES 

SPECIFI- 
CATION 
NO. 

AP PLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 301 X X X General input editing task* with programming 
minimized and 11-character alphabetic field. 
Input field is synchronized (i.e., aligned in 
accordance with computer word structure). Msec. 

CS 302 X X X General input editing task* with programming 
minimized and 5-digit numeric field.   Input 
field is synchronized. Msec. 

CS 303 X X X General input editing task* with object time 
minimized and 11-character alphabetic 
field.   Input field is synchronized. Msec. 

CS 304 X X X General input editing task* with object 
time minimized and 5-digit numeric field. 
Input field is synchronized. Msec. 

CS 305 X X X General input editing task* with programming 
minimized, and 11-character alphabetic field. 
Input field is not synchronized (i.e., it over- 
laps computer word boundaries). jusec. 

CS 306 X X X General input editing task* with program- 
ming minimized, and 5-digit numeric field. 
Input field is not synchronized. Msec. 

* General input editing task:   Take a field stored in main memory in punched card code; 
verify the legality of the punching; translate as needed; and unpack so that the field can be used 
directly as an arithmetic operand.   The times are differentiated into coding with minimized 
programming effort or minimized object time; alphabetic or numeric fields; and (for fixed word 
systems only) input fields synchronized or not synchronized with the computer's word structure. 
(Where radix conversion is required between card code and computational representation, the 
conversion time should be included unless the radix conversion can be more efficiently per- 
formed off-line.   In the latter case, please describe the equipment and procedure to be used 
for the off-line radix conversion.) 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

AP: PLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS307 X X X 

• 
General input editing task* with object time 
minimized and 11-character alphabetic 
field.   Input field is not synchronized. Msec. 

CS308 X X X General input editing task* with object 
time minimized and 5-digit numeric field. 
Input field is not synchronized. Msec. 

CS309 X X General input editing task* with program- 
ming minimized and 11-character alpha- 
betic field. Msec. 

CS 310 X X General input editing task* with program- 
ming minimized and 5-digit numeric field. Msec. 

CS311 X X General input editing task* with object 
time minimized and 11-character 
alphabetic field. Msec. 

CS312 X X General input editing task* with object 
time minimized and 5-digit numeric 
field. Msec. 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

AP; PLICAB] L,E FOR 
SPECIFICATION RESPONSE A 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS 313 X X X General output editing task** with program- 
ming minimized and an 11-character alpha- 
betic field.   Output field is synchronized. Msec. 

CS314 X X X General output editing task** with program- 
ming minimized and a 6-character numeric 
field and commercial editing.    Output field 
is synchronized. /isec. 

CS315 X X X General output editing task** with program- 
ming minimized and a 6-character numeric 
field and scientific editing.   Output field is 
synchronized. fi sec. 

**       General output editing task:   Take a field stored in main memory, insert editing symbols, 
translate to printer code as needed, and move an output area in main memory.    The times are 
differentiated into coding with minimized programming effort or minimized object time; alphabetic, 
commercial numeric, or scientific numeric fields (see below); and (for fixed word systems only) 
output fields synchronized or not synchronized with the computer's word structure. 

• Alphabetic field:   The stored field is simply moved to the output area, with 
translation to printer code if needed. 

• Commercial editing on numeric field:   The stored field is in cents.   Insert 
floating dollar sign, comma, and decimal point.    Place CR or DB alongside, 
depending upon the sign. 

• Scientific editing on numeric field:   The stored field requires zero suppression 
and insertion of a sign and decimal point, with two decimal places to the right 
of the point. 

(Where numeric fields require radix conversion between the computational representation and the 
printer code, the conversion time should be included unless the radix conversion can be more ef- 
ficiently performed off-line.   In the latter case, please describe the equipment and procedure to 
be used for the off-line radix conversion.) 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

APPLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D  1 
W 

D 
C 

A 
W 

A 
C 

CS316 X X X General output editing task** with object 
time minimized and an 11-character 
alphabetic field.   Output field is synchronized. Msec. 

CS317 X X X General output editing task** with object time 
minimized and a 6-character numeric field 
and commercial editing.   Output field is syn- 
chronized. Msec. 

CS318 X X X General output editing task** with object time 
minimized and a 6-character numeric field 
and scientific editing.   Output field is 
synchronized. Msec. 

CS319 X X X General output editing task** with program- 
ming minimized and an 11-character alpha- 
betic field.   Output field is not synchronized. Msec. 

CS320 X X X General output editing task** with program- 
ming minimized and a 6-character numeric 
field and commercial editing.   Output field is 
not synchronized. Msec. 

CS321 X X X General output editing task** with program- 
ming minimized and 6-character numeric 
field and scientific field and scientific 
editing.   Output field is not synchronized, Msec. 

CS322 X X X General output editing task** with object 
time minimized and an 11-character alpha- 
betic field.   Output field is not synchronized. Msec. 

CS 323 X X X General output editing task** with object time 
minimized and a 6-character numeric field 
and commercial editing.   Output field is 
not synchronized. i   Msec. 
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COMPUTER SPECIFICATIONS 

PART 3 - INPUT/OUTPUT TIMES (CONT'D) 

SPECIFI- 
CATION 
NO. 

AP PLICABLE FOR 
SPECIFICATION RESPONSE B 

W 
D 
W 

D 
C 

A 
W 

A 
C 

CS324 X X X General output editing task** with object 
time minimized and a 6-character numeric 
field and scientific editing.   Output field is 
not synchronized. Msec. 

CS325 X X General output editing task** with program- 
ming minimized and an 11-character alpha- 
betic field. Msec. 

CS326 X X General output editing task** with program- 
ming minimized and a 6-character numeric 
field and commercial editing. Msec. 

CS327 X X General output editing task** with program- 
ming minimized and a 6-character numeric 
field and scientific editing. Msec. 

CS328 X X General output editing task** with object 
time minimized and an 11-character 
alphabetic field. Msec. 

CS329 X X General output editing task** with object 
time minimized and a 6-character numeric 
field and commercial editing. Msec. 

CS330 X X General output editing task** with object 
time minimized and a 6-character numeric 
field and scientific editing. Msec. 
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COMPUTER SPECIFICATIONS 

PART 4 - MAGNETIC TAPE 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS401 Number of magnetic tapes which can be reading with 
processing proceeding. 

CS402 Number of magnetic tapes which can be reading with 
no processing proceeding. 

CS403 Number of magnetic tapes which can be writing with 
processing proceeding. 

CS404 Number of magnetic tapes which can be writing with 
no processing proceeding. 

CS405 Total number of magnetic tapes which can be reading 
and/or writing with processing proceeding. 

CS406 Total number of magnetic tapes which can be reading 
and/or writing with no processing proceeding. 

CS407 Can more than one program be running at one time? 
(Yes or No) 

CS408 Peak speed, in alphanumeric characters per second. char/sec. 

CS409 Cost in characters of a tape gap when passed over as 
quickly as possible. * 

chars. 

CS410 Minimum block length, in alphanumeric characters. chars. 

CS411 Block length increment, in alphanumeric characters. chars. 

CS412 Maximum block length, in alphanumeric characters. chars. 

Can be determined by multiplying the minimum time to cross the inter-block gap, 
in seconds, by the peak data transfer rate, in characters per second. 
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COMPUTER SPECIFICATIONS 

PART 4 - MAGNETIC TAPE (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS413 Central processor time used per alphanumeric character 
read or written. jusec. 

CS414 Number of decimal digits per alphanumeric character in 
the computer's internal code. 

CS415 Number of decimal digits per alphanumeric character in 
the magnetic tape code. 

CS416 Number of alphanumeric characters per computer word. 

CS417 Maximum blocking factor for card image input available 
using standard routines. 

CS418 Maximum blocking factor for line images output available 
using standard routines. 

CS419 Additional central processor time used per alphanumeric 
character when scatter-read gather-write facilities are 
used.    (If such facilities are not available, write N. A.). Msec 
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COMPUTER SPECIFICATIONS 

PART 5 - LINE PRINTERS 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

CS 501 Skip speed(s) 

inches/sec. 

CS502 Effective printer speed* for alphanumeric character 
set (letters A-Z; numerals 0-9, and 4 special symbols) 
at interline space: 

1/2 inch 
1 inch 
2 inches 
3 inches 
4 inches 
5 inches 
6 inches 

1pm 
1pm 
1pm 
Ipm 
1pm 
1pm 
1pm 

CS 503 Effective printer speed for numeric character set 
(numerals 0-9 and 4 special symbols) at interline space: 

1/2 inch 
1 inch 
2 inches 
3 inches 
4 inches 
5 inches 
6 inches 

1pm 
1pm 
1pm 
1pm 
1pm 
1pm 
1pm 

CS504 Print width of printed page char 

CS 505 Channel load time** per line printed msec 

CS506 Processor load per line printed msec 

Including overheads such as start-stop time, and any others peculiar 
to the device in question. 

**       Channel Load Time is the time during which an I/O data channel is exclusively 
occupied while handling a unit (e.g. , bit, character, word or block) data transfer. 
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COMPUTER SPECIFICATIONS 

PART 6 - CARD EQUIPMENT 

SPECI- 
FICATION SPECIFICATION RESPONSE 
NO. 

CS601 State effective card reader speed, channel load time* , and 
processor usage including confirmation of image under demand 
conditions. 

CARD READER SPEED 10 
(Rightmost column read) 20 

30 
40 
50 
60 
70 
80 

Cards per 
minute 

CHANNEL LOAD TIME 
(Rightmost column read) 10 

20 
30 
40 
50 
60 
70 
80 

Msec. 
PROCESSOR USAGE 
(Rightmost column read) 10 

20 
30 
40 
50 
60 
70 
80 

Msec 

* Channel Load Time is the time during which an I/O data channel is exclusively 
occupied while handling a unit (e.g.   bit, character, word or block) data transfer. 
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COMPUTER SPECIFICATIONS 

PART 6 - CARD EQUIPMENT (CONT'D) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

CS 602 State effective card reader speed, channel load time, and 
processor usage including confirmation of image under 
conditions of continuous read. 

CARD READER SPEED 
(Rightmost column read) 

CHANNEL LOAD TIME 
(Rightmost column read) 

PROCESSOR USAGE 
(Rightmost column read) 

10 
20 
30 
40 
50 
60 
70 
80 

10 
20 
30 
40 
50 
60 
70 
80 

10 
20 
30 
40 
50 
60 
70 
80 

Cards per 
minute 

Msec. 

jusec 

* Channel Load Time is the time during which an I/O data channel is exclusively 
occupied while handling a unit (e. g.    bit, character, word or block) data transfer. 

- 99 - 



COMPUTER SPECIFICATIONS 

PART 6 - CARD EQUIPMENT (CONT'D) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

CS603 For card reader                                :   State time within which 

msec. 
the next instruction must be given (executive) to avoid 
missing clutch points. 

CS604 For card reader                                :   State time between clutch 
msec. points. 

CS 605 State effective card punch speed,  channel load time* and 
processor usage including confirmation of image under demand 
conditions. 

CARD PUNCH SPEED                                10 
(Rightmost column read)                          20 

30 
40 
50 
60 
70 
80 

CHANNEL LOAD TIME                             10 
(Rightmost column read)                          20 

30 
40 
50 
60 
70 
80 

PROCESSOR USAGE 
(Rightmost column read)                          io 

20 
30 
40 
50 
60 
70 
80 

Cards per 
minute 

Msec. 

Msec- 

Channel Load Time is the time during which an I/O data channel is exclusively 
occupied while handling a unit (e. g.   bit, character, word,or block) data transfer. 
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COMPUTER SPECIFICATIONS 

PART 6 - CARD EQUIPMENT (CONT'D) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

CS606 State effective card punch speed,   channel load time*, and 
processor usage including confirmation of image under 
demand conditions of continuous punching. 

CARD PUNCH SPEED                                10 
(Rightmost column read)     'l                  20 

30 
40 
50 
60 
70 
80 

CHANNEL USAGE                                        10 
(Rightmost column read)                         20 

30 
40 
50 
60 
70 
80 

PROCESSOR USAGE                                    10 
(Rightmost column read)                          20 

30 
40 
50 
60 
70 
80 

Cards per 
minute 

jusec- 

jLisec. 

CS607 For card punch                             :   State time within which the 
msec. next instruction must be given to avoid missing clutch points. 

CS 608 For card punch                           :   State time in between clutch 
msec points. 

* Channel Load Time is the time during which an I/O data channel is exclusively 
occupied while handling a unit (e.g.     bit, character, word or block) data transfer. 

- 101 - 



COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 701 Effective access times1 and channel load times2 in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records3, known machine address4, 
throughput maximized, and minimum programming5. 

EFFECTIVE ACCESS Tl MES 

\.      File Size 
\.    Char.(6) 

Record    \^.    , 
Size              ^s. 

10 3 104 105 106 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

[V^ File Size 
^\^ Char. 

Record    ^\. 
Size              ^v. . 

10 3 104 10 5 106 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

Effective Access Time is the time interval between the instant the user's program 
calls for a transfer of data to or from the store or input /output unit and the instant 
the operation is completed.   Thus, effective access time is the sum of the transfer 
time and waiting time, including latency time, e.g., time to do table look-ups, etc., 
as required. 
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2 
Channel Load Time is the time during which an I/O data channel is exclusively occupied 
while handling a unit (e.g., bit, character, word, or block) data transfer. 

3 
Random Record is a record stored in a file where the sequence of the record in question 
(i.e., the random record) may or may not be related to the sequence of the adjacent 
records.   It should be noted that this is a characteristic of a specific file and a specific 
pattern of transactions, not a specific file alone. 

4 
Known Machine Address refers to a physical address which defines the actual position 
of a record in an on-line file. 

5 
Minimum Programming means the use whenever possible of generalized standard software 
routines and/or packages. 

Note that the file size is given in terms of the data file, not system capacity. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 702 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, known machine address 
throughput maximized and specialized programming as needed. 

EFFECTIVE ACCESS TIMES 

^s.      File Size 
^v.       Char. 

Record    ^\-* 
Size              ^\^ 

10 3 104 10 5 106 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

\.      File Size 
^s.       Char. 

Record    ^v. 
Size             ^v. 

10 3 104 10 5 106 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

Specialized Programming means a sub-routine especially prepared for the user's 
program with preliminary knowledge of which part of the program is the limiting 
factor. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 703 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, known machine address, 
response time minimized, and minimum programming. 

EFFECTIVE ACCESS TIMES 

^\File Size 
^v^Char. 

Record   ^\^ 
Size             ^\^ 

10 3 104 10 5 106 10? 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

^V.File Size 
\^Char. 

Record    ^*v. 
Size             ^v. 

10 3 104 10 5 108 107 108 

100 char. 

500 char. 

1000 char. 

1500 char. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 704 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, known machine address, 
response time minimized and specialized programming as 
necessary. 

EFFECTIVE ACCESS TIMES 

\^ File Size 
^v.    Char. 

Record   ^s.    . 
Size            \< 

10 3 10* 10 5 106 10? 108 

100 char. 

500 char. 

1000 char. 

1 1500 char. 

CHANNEL LOAD TIMES 

px.     File Size 
^^   Char. 

Record   ^X.    . 
Size             ^v. 

10 3 104 10 5 106 10? 1<)8 

100 char. 

500 char. 

1000 char. 

1500 char. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 705 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, machine address 
unknown, 8 throughput maximized, and minimum programming, 

EFFECTIVE ACCESS TIMES 

File Size 
Char. 

Record 
Size 

100 char. 

500 char. 

1000 char. 

1500 char. 

10 * 104 10* 106 10' 108 

CHANNEL LOAD TIMES 

^\File Size 
^V.    Char. 

Record ^v. 
Size            ^\^^ 

103 IQ* 105 106 10* 108 

100 char. 

500 char. 

1 1000 char. 

1 1500 char. 

8 Unknown Machine Address refers to a sufficient definition of the identification of a 
record so that its known machine address can be traced (via links) looked up or 
computed. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI-I 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 706 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, machine address 
unknown, throughput maximized, and specialized programming 
as necessary. 

EFFECTIVE ACCESS TIMES 

PX.      File Size 
\s.     Char. 

Record   ^s^. 
Size             ^v. 

103 10* 10 5 106 10? 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNE L, LOA] D TIM] ES 

r^^^  File Size 
^S-   Char. 

Record    ^s.    . 
Size              ^x. 

10 3 104 10 5 106 10? 108 

100 char. 

500 char. 

1000 char. 

1500 char. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 707 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random records, machine address 
unknown, response time minimized, and minimum program- 
ming. 

EFFECTIVE ACCESS TIMES 

p\File Size 
^v.     Char. 

Record   ^x. 
Size             ^s. 

10 3 104 105 106 10? 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

P\^  File Size 
^s.     Char. 

Record   ^x. 
Size             ^s. 

10 3 104 105 io6 10* 108 

100 char. 

500 char. 

1000 char. 

1500 char. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS 708 Effective access times and channel load times in microseconds 
for random access device.   Fill out the tables below for the 
following conditions:   Random record, machine address 
unknown, response time minimized, and specialized program- 
ming as necessary.. 

EFFECTIVE ACCESS TIMES 

^s^File Size 
^^ Char. 

Record   ^v^. 
Size             ^\^^ 

10 3 104 105 106 10? 108 

100 char. 

500 char. 

1000 char. 

1500 char. 

CHANNEL LOAD TIMES 

File Size 
Char. 

Record 
Size 

100 char. 

500 char. 

1000 char. 

1500 char. 

10 * 10' 10* 10< 10? 10* 

CS 709 Maximum number of characters which can be transferred 
on a single request (if less than 2,000) char. 

CS 710 Effective data transfer rate char./sec. 
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COMPUTER SPECIFICATIONS 

PART 7 - RANDOM ACCESS DEVICES (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

CS711 Is the file physically removable from the file drive (e.g., 
portable discs, cartridges, etc.)? yes/no 

CS712 If CS 711 is yes, state the time involved in changing the 
file unit.   (i.e., time required to unload a unit and load a 
new one.) 
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APPENDIX II 

EXTENDED MACHINE SPECIFICATIONS 
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DIRECTIONS FOR COMPLETING EXTENDED MACHINE SPECIFICATIONS 

The extended machine specifications are intended to provide information as 

to how the software interacts with the hardware configuration, and as a result provide 

a measurement of the effect of the software upon the hardware performance. 

The combined ratios of the hardware performance times (derived from 

hand-tailored coding) for the given macrofunctions to the extended machine perform- 

ance times for the same macrofunctions represent the relative efficiency of the 

selected software system for a given machine configuration.   It is intended that each 

specification be programmed in the source language of the software system being 

evaluated and then executed on the target computer.    The response, then will be the 

execution time required to execute the code produced by the source language state- 

ments) after compilation or assembly, whichever is applicable.   Manufacturers 

should be prepared to supply documentation of the object program  macroloop coding. 

The specifications in this section refer to their corollaries in the computer specifi- 

cation. 

Specifications ES116 through ESI 19 deal with general overhead problems 

of operating or executive systems.   The response should be derived from actual 

operating conditions where this information is available.   If no operating system is 

used in the installation, or if there is no operating system available for the partic- 

ular computer, mark the response MN/A" (not applicable). 

In the case of a proposed or only partially completed software system, 

give estimates of timing information, and mark the response as an estimate. 

A separate set of specifications for the extended machine (hardware/ 

software interaction) should be completed for each software system used (or to be 

used) in conjunction with a particular computer system. 
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EXTENDED MACHINE 

(HARDWARE/SOFTWARE INTERACTION) SPECIFICATIONS 

SPECIFI- 
CATION 
NO. 

TYPEl SPECIFICATION RESPONSE 

ES 101 C/A Add two operands in main memory and store the sum. 
(A+B->C).   A and B > 4 digits.   Refer to CS 201 for 
hardware corollary. ptsec. 

ES 102 C/A Multiply two operands and store the product.   (AxB —> 
C), A and B > 4 digits.   Refer to CS 202 for hardware 
corollary. jusec. 

ES 103 C/A Divide an X digit operand by a Y digit operand and store 
the quotient.   (X-Y ->Y), Xand Y > 4 digits.   Refer to 
CS 203 for hardware corollary. ^isec. 

ES 104 C/A Time required to index an operand.   Refer to CS 206 
for hardware corollary. j-isec. 

ES 105 C/A Compare two operands (each operand eight decimal 
digits or equivalent) and transfer control to one of two 
arbitrary locations, based on the result of the com- 
parison (e.g., IF A GEQ B THEN GO TO a.).   Refer 
to CS 208 for hardware corollary. /isec. 

ES 106 C/A Transfer control on a 6-position program switch where 
the switching variables are one-digit operands having 
the values 1,2,3,4,5, or 6.   Include the time required 
to check the value and transfer control (e.g., SWITCH 
ALPHA (A,B,C,D,E,F).    Refer to CS 208 for hardware 
corollary. Atsec. 

ES 107 C/A Move a record of N characters from one part of main 
memory to another.     (Assume N to be a large number.) 
Refer to CS 212 for hardware corollary. ptsec. 

C - Compiler 
A - Assembler 
O - Operating System 
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EXTENDED MACHINE 

(HARDWARE/SOFTWARE INTERACTION) SPECIFICATIONS (CONT'D) 

SPECIFI- 
CATION 
NO. 

TYPE SPECIFICATION RESPONSE 

ES 108 C/A General input editing task2 for 11-character alphabetic 
field with object time minimized.   (Applicable for 
decimal or alphanumeric character-oriented machine.) 
Refer to CS 311 for hardware corollary. /Lisec. 

ES 109 C/A General input editing task2 for 5-character numeric 
field with object time minimized.   (Applicable for 
decimal or alphanumeric character-oriented 
machines.)   Refer to CS 312 for hardware corollary. /xsec. 

^General input editing task:   Take a field stored in main memory in punched card code; 
verify the legality of the punching; translate as needed; and unpack so that the field can 
be used directly as an arithmetic operand.   The times are differentiated into coding with 
minimized programming effort or minimized object time; alphabetic or numeric fields; 
and (for fixed word systems only) input fields synchronized or not synchronized with the 
computer's word structure.   (Where radix conversion is required between card code and 
computational representation, the conversion time should be included unless the radix 
conversion can be more efficiently performed off-line.   In the latter case, please describe 
the equipment and procedure to be used for the off-line radix conversion.) 
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EXTENDED MACHINE 

(HARDWARE/SOFTWARE INTERACTION) SPECIFICATIONS (CONT'D) 

SPECIFI- 
CATION 
NO. 

TYPE SPECIFICATION RESPONSE 

ES 110 C/A 
3 

General output editing task    for an 11-character alpha- 
betic field with programming minimized.    (Applicable 
for decimal or alphanumeric character-oriented 
machines.)   Refer to CS 325 for hardware corollary. /zsec. 

ES 111 C/A General output editing task^ for a 6-character numeric 
field using commercial editing with programming 
minimized.   (Applicable for decimal or alphanumeric 
character-oriented machines.)  Refer to CS 326 for 
hardware corollary. /Ltsec. 

General output editing task:   Take a field stored in main memory, insert editing symbols, 
translate to printer code as needed, and move to an output area in main memory.   The times 
are differentiated into coding with minimized programming effort or minimized object 
time; alphabetic, commercial numeric, or scientific numeric fields (see below); and 
(for fixed word systems only) output fields synchronized or not synchronized with the 
computer's word structure. ! 

• Alphabetic field:   The stored field is simply moved to the output area, with 
translation to printer code if needed. 

• Commercial editing on numeric field:   The stored field is in cents.   Insert floating 
dollar sign, comma, and decimal point.   Place CR or DB alongside, depending 
upon the sign. 

• Scientific editing on numeric field:   The stored field requires zero suppression 
and insertion of a sign and decimal point, with two decimal places to the right 
of the point. 

(Where numeric fields require radix conversion between the computational represen- 
tation and the printer code, the conversion time should be included unless the radix 
conversion can be more efficiently performed off-line.   In the latter case, please 
describe the equipment and procedure to be used for the off-line radix conversion.) 
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EXTENDED MACHINE 

(HARDWARE/SOFTWARE INTERACTION) SPECIFICATIONS  (CONT'D) 

SPECIFI- 
CATION 
NO. 

TYPE SPECIFICATION RESPONSE 

ES 112 C/A General output editing task4 for a 6-character 
numeric field using scientific editing with pro- 
gramming minimized.   (Applicable for decimal or 
alphanumeric character-oriented machines.)   Refer 
to CS 327 for hardware corollary. /Lisec. 

ES 113 C/A General table search task4 using sequential search 
with programming minimized.   Refer to CS 217 for 
hardware corollary. Atsec. 

ES 114 C/A General table search task4 using binary search with 
programming minimized.   Refer to CS 218 for hard- 
ware corollary. jusec. 

ES 115 O Time required to respond to   hardware interrupt 
condition not due to hardware malfunction and 
transfer control back to users' program.   Refer to 
CS 221 for hardware corollary. fjLsec. 

ES 116 o Time required to respond to  interrupt due to hard- 
ware malfunction, take whatever corrective action 
is possible and transfer control to users' program. 
Refer to CS 222 for hardware corollary. Msec. 

General table search task:   Examine a table stored in main memory to find an argument 
identical with a test argument.   The desired answer is the time per argument tested, 
with initialization time ignored.   Arguments are 8 decimal digits long, and arranged 
in ascending sequence with variable increments between the values of consecutive 
arguments. 

• Sequential search method:   The table arguments are examined in straightforward 
sequential fashion, allowing the automatic table look-up facilities to be used in 
many computers. 

• Binary search method:   Assume the table has N entries, where N is 2 raised to any 
integral power (e.g., 64).   First compare the (N/2)th table argument with the test 
argument.   Depending upon the results, examine next the (N/4)th or (3N/4)th argument; 
then the (N/8)th, (3N?8)th, (5N/8)th, or (7N/8)th argument; etc. 
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EXTENDED MACHINE 

(HARDWARE/SOFTWARE INTERACTION) SPECIFICATIONS (CONT'D) 

SPECIFI- 
CATION 
NO. 

TYPE SPECIFICATION RESPONSE 

ES 117 O Time required to respond to   priority job interrupt 
conditions (hardware or software) and transfer con- 
trol to priority users' program.   Refer to CS 223 
for hardware corollary. jL/sec. 

ES 118 O Time required to transfer control to alternate hard- 
ware processor.   Refer to CS 224 for hardware 
corollary. jusec. 

ES 119 O Main memory requirements for resident operating 
system.   Refer to CS 225 for hardware corollary. 

words/ 
char. 
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APPENDIX III 

PROBLEM SPECIFICATIONS 
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DIRECTIONS FOR COMPLETING PROBLEM SPECIFICATIONS 

The problem specifications are to be completed after the appropriate appli- 

cation class has been determined through the task classification analysis.   This set 

of specifications pertains to both classes of file processing applications, static and 

dynamic.   The specifications are written in such a manner as to lend themselves to 

most applications, and the responses define the processing operations required in the 

automated solution of the problem.   Since these specifications are used as part of a 

process to determine the effectiveness of the total ADP installation, they must be 

completed as accurately and objectively as possible.   The problem specifications are 

divided into eight distinct, but not necessarily exclusive parts. 

Part 1 is general information which indicates whether the processing will 

be accomplished using random access storage or a magnetic tape subsystem.   If the 

application is to be accomplished using random access equipment, some additional 

specifications are required. 

Parts 2 and 3 are designed to furnish details relative to the transactions 

or messages to be processed. 

The Transaction File contains all the new information which is to be used 

to update the Master File, create reports, etc. In general, the information needed 

relative to the transaction data for the purpose of estimating computer performance 

is related to three factors: 

(1) The sequence in which the transactions are available. 

(2) The description of each type of transaction» 

(3) The work involved in processing each type of trans- 
action. 

The specification for (1) can be separated from the others, and is included 

on a separate sheet.   The details of each of the specification queries is intended to 

be self-explantory.   The following pages contain detailed examples of how the indi- 

vidual items are to be completed.   One sheet is to be completed for each transaction 

record type.   On each sheet, details are first sought regarding the physical appear- 

ance of the file, how many, of what size records, etc. 
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Next, more complicated specifications are requested»   These deal with the 

estimates of selected programming steps required to process each transaction type. 

The workload is divided into three types of work, arbitrarily called "Simple Update," 

"Complex Update," and "Table Reference."   These have been chosen because it is not 

valid to estimate the number of multiplication executions a process will require per 

transaction from only a knowledge of the number of fields to be involved in the 

processing.   Similarly, the computer's Add/Multiply or Add/Table Reference ratios 

vary, so that distinction must be made between these types of operations.   In this 

respect, they differ from operations such as subtractions or divisions, which can be 

regarded as equivalent to additions or multiplications respectively without imperiling 

the accuracy of the results.   The choice of these three processing categories repre- 

sents a compromise between the minimum required data and normal methods for 

approximating the instruction mix (e.g., the Gibson Mix) that lead to inaccuracies. 

It is felt that a systems analyst does not have a detailed knowledge of the number of 

arithmetic or logical operations to be performed (including loop iteration).   There- 

fore, the provision of categories of operation types is also intended to make it easier 

to indicate relative degrees of varying processing complexity levels, 

Due to the absence of absolute programming specifications for any problem, 

some degree of error in calculation of estimated running time is permissible.   The 

main problem has been to avoid the introduction of typical or average numbers for 

cases where individual problem and machine conditions demand actions that are 

significantly different from those governing general operating conditions.    Examples 

of such actions might be the packing of magnetic tape formats through use of binary 

instead of decimal number representation, the loose packing (format arrangement) 

of magnetic tape records in order to eliminate editing within the central processor, 

the possible dynamic variation in record sizes of magnetic tape master file records, 

etc. 

In considering the individual specifications which are required for each 

record type (separate record types for all files are specified on separate pages), it 

is unlikely that all the records of the specific type go through the same process. 

Some will go through Process A, and some through Process B as well.   To allow for 

this there is space in FS370-390 for four separate "processes" to be described.    For 

instance, if in processing an inventory receipt transaction it is required to price the 

value of the merchandise in some cases, but not in others, such a situation might 
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arise where some goods are received on consignment as opposed to those which are 

purchased.   This would indicate that each day 10,000 issue vouchers were to be 

processed; 9,500 of them would involve only two addition, subtraction, or compari- 

son operations, and 500 would involve three additions and a multiplication or division. 

It will be noted that Specifications PS351 and PS361 deal with the use of 

random access equipment, and should be marked "N/A"(not applicable) in a process 

which uses magnetic tape exclusively. 

Parts 4 and 5 are specifications which, when completed, define the 

master file.   The Master File is described in a manner similar to the Transcription 

File; that is, one general sheet plus one Master File Record Sheet for each type of 

few simple queries, which are self-explanatory.   The major details are included in 

the individual Master File Record Sheets. 

These Record Sheets are designed to reflect the composition of the file. 

Thus, the first three specifications include the number of records, the average 

number of characters per record, and the average number of numeric digits per 

record.   While the number of records in the Master File certainly varies from day 

to day, there is an average number.   This is the value to be entered in the specifi- 

cation.   Similarly, while there may be considerable variation in the size of individual 

records (relative to variable length record files), there should only be one average 

size on any specific day.   In cases where variable record sizes are treated as 

headers and trailers, each trailer type should be treated as a separate type within 

the Master File. 

After describing the makeup of the Master File Records, the next group 

of specifications relate to the work induced by each individual record.   Very fre- 

quently, a Master File record will not induce any work whatsoever, and in these 

cases no entries need  be made here.   In such cases, all the processing involved 

will have been described either under the Transaction or Report Files. 

Parts 6 and 7 are specifications for the report file.   In Part 6, the general 

description of the report file is given.   Part 7 requests details on each separate report. 

Hence, one copy of Part 7 must be completed for each separate report produced in the 

processing cycle.   The Report Description Sheet is made out for each report type. 

It is not normally necessary to break down headings, subtotals, combinations, final 

totals, etc.    The details requested are analogous to those in the previous sections. 
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The report record size, number of characters that must be computed (i.e. , 

edited for each line), the percentage of these that are alpha, its medium (in this case 

restricted to magnetic tape), and whether the print line format can be varied to suit the 

editing properties of the computer concerned are requested.    This information is de- 

signed to indicate the degree of internal processing that must be performed.   It is 

assumed that there will be a printed line produced for each Master File Record that 

is updated, unless otherwise indicated.   If any information on the size of a preprinted 

form (where used) is available, it should be noted in the comments applicable to this 

section. 

Note specification PS730, which requests a statement of the report medium 

(or media).   The term "Hard Copy" implies the use of at least one printer.    Therefore, 

Part 8 of the Problem Specifications must be completed. 

Part 8 contains specifications for printed output to be accomplished via a line 

printer.   A copy of Part 8 should be completed for each different printed report re- 

quired in the problem solution. 
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PROBLEM SPECIFICATIONS 

PART 1 - GENERAL 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 101 Is the application suited to magnetic tape oriented 
processing? yes/no 

PS 102 Is the application suited to random access processing? yes/no 

PS 103 If this is a random access application, state objective as 
either 

(a) maximize number of records processed or 
(b) minimize access time to a specific record. 
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PROBLEM SPECIFICATIONS 

PART 2 - TRANSACTION FILE 

(Use 1 per Transaction File) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 201 No. of transaction records per cycle (standard). 

PS 202 No. of transaction records per cycle (peak). 

PS 203 Will the transactions be sorted in main file order ? yes/no 

PS 204 Will the transactions already be on magnetic tape? yes/no 

PS 205 Will the transactions already be on the random access 
device ? yes/no 

PS 206 May the analyst alter the format of the transaction 
records to suit the particular system ? yes/no 

PS 207 No. of transaction types in the file. 

(Describe each type individually on a separate Transaction 
File Record Type Sheet.) 
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PROBLEM SPECIFICATIONS 

PART 3 - TRANSACTION RECORD DETAILS 

(Use 1 per Record Type) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 310 No. of records of this type in the Transaction File. 

PS 320 No. of characters (including alphabetic, numeric, and special 
characters) per record. 

PS 330 No. of numeric digits per record. * 

PS 340 Average number of active fields per records (an active field 
is one which is used or referred to during processing). ** 

*Assumed to be equal to (PS 320) + 2, if not given. 
**Assumed to be equal to PS 31Q, if not given. 

DETAILS OF EACH SIGNIFICANT WORK PATH 

In this section, each process which results from this transaction type is enumerated, and 
details are given to show how frequently the process is executed.   The volume of processing 
which takes place during each execution of the process is described in terms of "Simple Update 
or Equivalent Operations," "Complex Update Steps or Equivalent Operations," and "Table 
References." 

PROCESS NAME: 

PS 350 % of records using this work path. 

PS 360 No. of Simple Field Updates or 
Equivalent Operations per record. 
(This is the equivalent of the sum of 
the add/subtract and comparison oper- 
ations needed to process a record.) 

PS 361 State the number of files accessed 
per transaction:   read, write, or write 
and check usages of the random access 
records if necessary during the processing. 

PS 362 State the number of read, read/write, 
and read/write/check usages of the 
random access records during the processing. 
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PROBLEM SPECIFICATIONS 

PART 3 - TRANSACTION RECORD DETAILS (CONT'D) 

PROCESS NAME: 

PS 370 No. of Complex Field Update Steps or 
Equivalent Operations per record. 
(This is the equivalent of the sum of 
multiply and divide operations per 
record.) 

PS 380 Average no. of decimal digits in the 
numeric operands used during the process. 

PS 390 No. of associated values (A) extracted 
from tables in execution of the work 
path processing, arranged by table size 
involved (T).    (Ignore T if tables have 
less than 50 entries.) 

A T A T A T A T 
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PROBLEM SPECIFICATIONS 

PART 4 - MASTER FILE 

(Use 1 per Master File) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 401 No. of records in the master file. 

PS 402 No. of major record types in the file. 

PS 403 What are the time intervals at which random records must 
be updated to remain usable? 

(Describe each type individually on a separate Master File 
Record Type sheet.) 
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PROBLEM SPECIFICATIONS 

PART 5 - MASTER FILE RECORD DETAILS 

(Use 1 per Record Type) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 510 No. of records of this type in the Master File. ■ 

PS 520 No. of characters (including alphabetic, numeric, and 
special characters) per record. 

PS 530 No. of numeric digits per record. * 

PS 540 Average number of active fields per record (an active field 
is one which is used or referred to during processing). ** 

* Assumed to be equal to (PS 520) + 2, if not given. 
**Assumed to be equal to PS 510, if not given. 

DETAILS OF EACH SIGNIFICANT WORK PATH 

In this section, each process which results from this record type is enumerated, and details 
are given to show how frequently the process is executed.   The volume of processing which 
takes place during each execution of the process is described in terms of "Simple Update or 
Equivalent Operations." "Complex Update Steps or Equivalent Operations." and "Table 
References." 

PROCESS NAME 

PS 550 % of Records using this work path. 

PS 560 No. of Simple Field Updates or 
Equivalent Operations per record. 
(This is the equivalent of the sum of 
the add/subtract and comparison oper- 
ations needed to process a record.) 

PS 570 No. of Complex Field Update Steps or 
Equivalent Operations per record. 
(This is the equivalent of the sum of 
multiply and divide operations per record. 

PS 580 Average no. of decimal digits in the 
numeric operands used during the process. 

PS 590 No. of associated values (A) extracted 
from tables in execution of the work path 
processing, arranged by table size involved (T). 
(Ignore T if tables have less than 50 entries.) 

A T A T A T A T 

- 129 - 



PROBLEM SPECIFICATIONS 

PART 6 - REPORT FILE 

(Use 1 per Report File) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 601 No. of report records per cycle (standard). 

PS 602 No. of report records per cycle (peak). 

PS 603 Should the reports be sorted in main file order? yes/no 

PS 604 May the reports be placed on magnetic tape for 
off-line printing? yes/no 

PS 605 May the analyst alter the format of the report records 
to suit the particular system? yes/no 

PS 606 No. of report types in the file. 

PS 607 Are logical records to be placed on separate cards ? yes/no 

(Describe each type individually on a separate Report 
File Record Type Sheet.) 
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PROBLEM SPECIFICATIONS 

PART 7 - REPORT FILE RECORD DETAILS 

(Use 1 per Record Type) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 710 No. of records of this type in the Report File. 

PS 720 No. of characters (including alphabetic, numeric, and 
special characters) per record. 

PS 730 Report Media (Communication line, CRT display, 
Hard Copy, etc.) 

PS 731 No. of printed lines per record. 

PS 740 Average number of active alphabetic fields per record. 
(An active field is one which is prepared or edited during 
processing rather than simply copied from some other 
document.)* 

PS 750 Average number of active numeric fields per record. 
(An active field is one which is prepared or edited during 
processing rather than simply copied from some other 
document.)** 

*Assumed to be equal to (PS 720) + 20, if 
not given. 

**Assumed to be equal to (PS 720) + 10, if 
not given. 
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PROBLEM SPECIFICATIONS 

PART 8 - PRINTED REPORT RECORD 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE 

PS 810 Width of printed form in number of characters. 

PS 820 No. of printed alphanumeric lines per physical form. 

PS 830 No. of printed numeric lines per physical form. 

PS 840 No. of printed lines per heading. 

PS 850 No. of printed lines in report body. 

PS 860 No. of printed lines per footing. 

PS 870 Is body of report numeric or alphanumeric? 

PS 880 Length of printed form expressed in inches of paper. 
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APPENDIX IV 

SOFTWARE SPECIFICATIONS 
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DIRECTIONS FOR COMPLETING SOFTWARE SPECIFICATIONS 

The software specifications have been designed to measure those aspects of 

a software system which contribute to the effective utilization of the programming staff. 

As the forms indicate, a scoring method is provided to allow the software to be quali- 

tatively evaluated, independently of the individual machine from the viewpoint of pro- 

viding facilities to aid the programmer who uses the software system.   Specifications 

are presented which query the completeness of the software relative to the task or job 

which must be programmed using the source language.   Also required are specifications 

which indicate how easy and effectively it can be used by the programmer in creating 

an operating program. 

The specifications and scoring rules are straightforward and most can be 

answered with a "yes/no" response.   Should a particular specification not be applicable 

in the environment in which the effectiveness evaluation is conducted, the response 

should be marked "N/A" (not applicable).   If a precise response is not indicated in 

the software documentation, the information can usually be obtained from the manu- 

facturer or other supplier.   A response obtained in this way should be so indicated. 

Answers obtained for projected software systems on the basis of specifications only 

should be appropriately identified. 

Scoring rules for each specification are included with it and the score 

should be entered when the response is indicated.   This avoids complex scoring 

procedures which would otherwise have to be completed after completing the specifi- 

cation. 

A specification form should be completed for each software system either 

in use or proposed for use in the installation.   Whenever it is known that software 

has been modified by a responsible source, the specification should be updated to 

reflect the modification. 
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SOFTWARE SPECIFICATIONS 

PART 1 - DIAGNOSTICS 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 101 Are program diagnostic facilities available in 
the source language ?   (If response is "no," 
enter score of 0, and omit Specifications 
SS102-SS104.) yes/no 

SS 102 Consider three types of user program diagnostic 
facilities, snapshot, trace, and post-mortem 
diagnostic. 
Enter as the response and score the number of 
these facilities available in the software system 
under consideration (1, 2, or 3). 

SS 103 State whether 
1) User must go to another (usually lower level) 

language for program checkout. 
2) Checkout can be accomplished in the source 

language. 
Enter as the response and score the number 
of the appropriate condition (either 1 or 2) 

SS 104 Can program changes be made with partial 
recompilation or reassembly ?   Score 1 for 
"yes,", 0 for "no." yes/no 

SS 105 Are there facilities provided to check the 
syntax* of the source program?   Score 1 for 
"yes," 0 for "no."   If the response is "no," omit 
Specifications SS106-SS111 below. yes/no 

SS 106 Are the source language diagnostics applicable 
to only certain types of source language entries 
(e.g., arithmetic statements)?   Score 0 for 
"yes,"  1 for "no." yes/no 

SS 107 Are the source language diagnostic error 
messages limited to a single message at the 
end of compilation or assembly?   Score 0 for 
"yes," 1 for "no." yes/no 

*The syntax of a language is the set of rules which define a well-formed (correct) source 
language entry. 
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SOFTWARE SPECIFICATIONS 

PART 1 - DIAGNOSTICS (CONT'D) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 108 Are the source language diagnostic error 
messages indicative of the type of error 
correction procedure to be followed ?  Score 
lfor "yes," 0 for "no." yes/no 

SS 109 Are the source language diagnostics indicative 
of both the error type and specific error 
found ? Score 3 for "yes."   If yes, omit 
SS110-SS111. yes/no 

SS 110 Are the source language diagnostics indicative 
of the specific error?   Score 2 for "yes."   If 
yes, omit SSI 11. yes/no 

SS 111 Are the source language diagnostics indicative 
of the type of error found?   Score 1 for "yes," 
0 for "no." yes/no 

SS 112 Are there limitations on the types of compila- 
tion or assembly errors to which the diagnostics 
apply? (e.g., exceeding memory capacity, 
etc.)   Score 0 for "yes," lfor "no." yes/no 

SS 113 Can the compiler or assembler correct certain 
types of errors on-line to allow the possible 
execution of the object program ? (e.g., correct 
from program or statement context improperly 
expressed operations).   Score 1 for "yes," 
0 for "no." yes/no 

SS 114 Can the compiler or assembler recover from 
certain types of hardware failure and continue 
processing ? Score 1 for "yes," 0 for "no." yes/no 
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SOFTWARE SPECIFICATIONS 

PART 2 -  PROGRAM STRUCTURING ELEMENTS 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 201 How many commonly used programming devices 
such as iteration, switches, etc., have been 
implemented in the compiler or assembler 
via simple statements in the language?   (e.g., 
FOR, PERFORM, SWITCH, JUMP.)   Score 0 
for none,  1 for less than five, and 2 for more 
than five such devices. 

SS 202 How many levels of subroutine nesting are 
allowed in the compiler or assembler?   Score 
0 for none, 1 for less than three levels, 2 for 
four to nine levels, and 3 for more than nine 
levels. 

SS 203 Are both open and closed subroutines permitted? 
If response is "yes," score 2 and omit Speci- 
fication SS204, yes/no 

SS 204 Is only one type of either open or closed sub- 
routine permitted ?  Score 1 for "yes, " 0 for 
"no.." yes/no 
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SOFTWARE SPECIFICATIONS 

PART 3 - STORAGE ALLOCATION AND PROTECTION FACILITIES 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 301 Has dynamic storage allocation facility been 
included for systems program ?   Score 1 for 
"yes,"0 for "no." yes/no 

SS 302 Has dynamic storage allocation facility been 
included for user's programs ?  Score 1 for 
"yes, " 0 for "no. " yes/no 

SS 303 Has dynamic storage allocation facility been 
included for data blocks ?  Score 1 for "yes, " 
0 for "no." yes/no 

SS 304 Has dynamic storage protection facility been 
included for systems program ?  Score 1 for 
"yesj " 0 for "no. " yes/no 

SS 305 Has dynamic storage protection facility been 
included for user's programs ?  Score 1 for 
"yes," 0 for "no. " yes/no 

SS 306 Has dynamic storage protection facility been 
included for data ?  Score 1 for "yes," 0 for 
"no." yes/no 
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SOFTWARE SPECIFICATIONS 

PART 4 -  PROGRAM LIBRARY 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

Consider a minimum library for a software 
system to include at least the trigonometric 
functions for numeric computational application, 
or SORT/MERGE routines for file processing 
applications«, 

Consider an intermediate level library to 
include at least the minimum library, plus 
a report generator and macros such as table 
look-up, "put," "get," etc. 

Consider a complete library to include at least 
the intermediate library plus functional appli- 
cation packages (e.g., PERT, IMPACT, 
PRONTO,  TRIM, KWIC). 

SS 401 If no library facilities have been included, 
and/or if provision has not been made for 
inclusion at a future time, score 0 and omit 
Specifications SS402-SS406. yes/no 

SS402 Is the complete library included ?  Score 5 for 
"yes" and omit Specifications SS403-SS406. yes/no 

SS 403 Is the intermediate level library included ? 
Score 2 for "yes," and answer SS404. yes/no 

SS 404 Can an intermediate level library be extended 
to the complete level by the user ?   Score 1 for 
"yes" and omit SS405-SS406. yes/no 

SS 405 Is the minimum library included?  Score 1 for 
"yes" and answer SS406. yes/no 

SS 406 Can the minimum level library be extended 
to a higher level ?  Score 1 for "yes," 0 for 
"no" yes/no 
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SOFTWARE SPECIFICATIONS 

PART 4 - PROGRAM LIBRARY (CONTfD) 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 407 Must library programs be written in a language 
other than the source language ?   Score 0 for 
"yes,"   1 for "no." yes/no 

SS 408 Can source language programs be stored in 
the library?   Score 1 for "yes," 0 for "no." yes/no 

- 140 - 



SOFTWARE SPECIFICATIONS 

PART 5 -  MAINTENANCE, MODIFICATION, AND DOCUMENTATION 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 504 Does the documentation include descriptive 
instruction on how to use the software system 
and text on the source language?   If "yes, " 
score 3 and omit Specifications SS505-SS506. yes/no 

SS 505 Does the documentation include only descrip- 
tive instruction on how to use the software 
system ?  If "yes, " score 2 and omit Speci- 
fication SS506. yes/no 

SS 506 Does the documentation of the software 
system include only a descriptive text of 
the source language ?  Score 1 for "yes. " yes/no 

SS 507 Does the system provide both hard copy docu- 
mentation and retention of the source pro- 
gram ? Score 3 for "yes," and omit Specifi- 
cations SS508-SS509. yes/no 

SS 508 Does the system provide only retention of the 
source program?   Score 2 for "yes, " and omit 
Specification SS509. yes/no 

SS 509 Does the system provide only hard copy docu- 
mentation of the source program ?   Score 1 
for "yes," 0 for "no." yes/no 
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SOFTWARE SPECIFICATIONS 

PART 6 - TRAINING AND FAMILIARIZATION 

SPECI- 
FICATION 
NO. 

SPECIFICATION RESPONSE SCORE 

SS 601 Are training courses offered by the supplier 
which cover both the language and practical use 
of the software system ?  If response is "yes, " 
score 3 and omit Specifications SS 602 and 
SS 603. yes/no 

SS602 Are training courses offered by the supplier 
which cover only the practical use of the 
software system ?  If response is "yes," 
score 2 and omit Specification SS 602. yes/no 

SS603 Are training courses offered by the supplier 
which cover only the language of the software 
system ?  Score 1 for "yes," 0 for "no." yes/no 

SS604 Can the system be used and understood well by 
appropriate personnel after 2 weeks of "hands- 
on" familiarization?  Score 3 for "yes," and 
omit Specifications SS 605 and SS 606. yes/no 

SS 605 Can the system be used and understood well 
by appropriate personnel after 3 months of 
"hands-on" familiarization ?  Score 2 for 
"yes," and omit Specification SS 606. yes/no 

SS606 Can the system be used and understood well 
by appropriate personnel after 6 months of 
"hands-on" familiarization?   Score 1 for "yes,' 
0 for "no." yes/no 
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APPENDIX V 

INSTALLATION OPERATING SPECIFICATIONS 
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DIRECTIONS FOR COMPLETING INSTALLATION OPERATING SPECIFICATIONS 

The installation operating specifications are designed to gather data to 

provide statistics and dollar costs for monthly operations that will: 

(1) Enable operating management to gauge how it 
allocates the resources at hand. 

(2) Provide input of variable data elements into the 
multiple regression analyses designed to produce 
standard indices of numbers and costs. 

The collection of resource allocation data is divided into five categories: 

(1) Personnel — Statistics on numbers and salary costs 
for equipment and data preparation operators, control 
clerks, junior, journeyman and lead programmers, 
systems programmers, systems analysts, and 
administrative personnel. 

(2) Operations   — Statistics on numbers and costs directly 
related to supplies and forms utilized within the in- 
stallation. 

(3) Equipment Utilization — Statistics related to the utili- 
zation of equipment are to be recorded based on hours 
utilized within specific recording categories.   Addi- 
tional queries relate to the cost of the computer and 
supporting equipment. 

(4) Installation Performance   queries are designed to 
collect data on a project-by-project basis.   The data 
requested relates to the estimated and actually expended 
man-hours and dollars for each project as well as the 
delivery time and computer time.   A separate sheet 
should be completed for each project selected on a quasi- 
random basis. 

(5) Programmer Performance queries are designed to 
provide raw data on how programmers spend their time. 
The division of the total time into functionally separate 
categories is intended to provide means for collecting 
data by project and then grouping these projects by 
principal activity.   Therefore, for each separate Part 4 
that is completed, a complementary Part 5 must be com- 
pleted.   Additional quantitative data is required in IS509- 
512 that will permit correlations of what are assumed to 
be related facts.   It is intended to determine   what re- 
lationship, if any, exists between the number of problem 
definition changes and time spent in debugging or documen- 
tation, for example. 
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Wherever recorded data is not available for completion 
of the specifications, answers based on averages of the 
values should be indicated with an MAM prefix.   Where 
these values are really judgments based on "question- 
naires,Tr they should be noted with a "G" prefix instead 
of the "A" prefix used to denote the average values. 
Provision of a procedure for the collection of data will 
be made available to all installations so that they may 
adopt uniform data recording procedures. 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 1 -  PERSONNEL 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 101 Number of operators utilized per shift (include tape 
handlers, peripheral and EAM console operators) 
Prime 8 hours (need not be between 8.am. - 5.pm.)             1) 
Following 8 hours of prime shift                                                  2) 
Next 8 hour period                                                                           3) 
Weekend time                                                                                 4) 

IS 102 Total monthly salaries paid to all operators (based on 
average of previous 6 months salary history) $ 

IS 103 Number of control clerks utilized per shift* (include               1) 
librarians, batch control, error correction clerks                2) 
but not secretaries or receptionists)                                         3) 

4) 
*Shift as defined in IS 101 

IS 104 Total monthly salaries paid to all control clerks (based 
on average of previous 6 months salary history) $ 

IS 105 Total monthly salaries paid to operations and adminis- 
trative supervisors $ 

IS 106 Number of data preparation operators (keypunch, flexo- 
writer or other key-driven media); if more than 1 shift, 
provide cumulative total 

IS 107 Total monthly salaries paid to all data preparation operators $ 

IS 108 Total monthly salaries paid to data preparation supervisors $ 

IS 109 Number of junior programmers (trainees with less than 1 
year of total experience) 

IS 110 Total monthly salaries paid to junior programmers $ 

IS 111 Number of programmers (journeyman programmers with 
over 1 year of total experience) 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 1 - PERSONNEL (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 112 Total monthly salaries paid to programmers $ 

IS 113 Total monthly salaries paid to lead programmers/ 
supervisory analysts $ 

IS 114 Total monthly salaries paid to programming management 
personnel $ 

IS 115 Number of maintenance and/or systems programmers 
(individuals not directly involved with preparation 
of users programs) 

IS 116 Total monthly salaries paid to systems programmers $ 

IS 117 Number of systems analysts whose time is chargeable to 
the computer installation 

IS 118 Total monthly salaries paid to systems analysts $ 

IS 119 Number of administrative personnel 

IS 120 Total monthly salaries paid to administrative personnel $ 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 2 -  OPERATIONS 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 201 Number of hours of maintenance performed per month 
hours 

IS 202 Average monthly maintenance costs including spare parts and 
labor $ 

IS 203 Mean time between equipment malfunction 
hours 

IS 204 Mean time to repair equipment malfunction 
minutes 

IS 205 Number of pages of printed forms utilized per month 
pages 

IS 206 Average monthly costs for pre-printed line printer forms $ 

1  IS 207 Average monthly costs for stock line printer forms $ 

IS 208 Number of cards used per month 
cards 

IS 209 Average monthly costs for punch cards $ 

IS 210 Average number of paper tape reels used per month 
reels 

IS 211 Average monthly costs for paper tape $ 

IS 212 Average number of line printer ribbons used per month 
ribbons 

IS 213 Average monthly costs for console and line printer ribbons $ 

IS 214 Number of reels of magnetic tape present in the installation 
reels 

IS 215 Average monthly costs for reels of magnetic tape $ 

IS 216 Total number of square feet allocated to ADP installation 
(number includes spare for computer system(s) peripheral 
equipment, data preparation, tape or card storage, main- 
tenance, receiving and distribution, programmer and 
operator space) 

sq. ft. 

IS 217 Charge for cost of ADP installation space expressed as cost 
per square feet per year $        /sq.ft. 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 3 - EQUIPMENT UTILIZATION 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 301 Total monthly power-on time for each main frame and       1) 
satellite                                                                                      2) 

3) 

hours 
hours 
hours 

IS 302 Total monthly metered time for each main frame 
and satellite hours 

IS 303 Total monthly re-run time for total installation 
Total monthly program test time 
Total monthly compilation and/or assembly time 
Total monthly production time 

hours 
hours 
hours 
hours 

IS 304 Total monthly metered time for 

a) Magnetic tape units 
b) Mass storage units 
c) Card reader 
d) Paper tape reader 
e) MICR/Optical/or other document reader 
f) Card punch 
g) Paper tape punch 
h)   High speed printer 

Indicate number of units and total hours. 

units   hours 

IS 305 Monthly computer rental for 

a) Magnetic tape units 
b) Mass storage units 
c) Card reader 
d) Paper tape reader 
e) MICR/Optical/or other document reader 
f) Card punch 
g) Paper tape punch 
h)   High speed printer 
i)   Supporting EAM equipment 

$ 
$ 
$ 
$ 
$ 
$ 
$ 
$ 
$ 

IS 306 Number of production runs per month 

IS 307 Number of program test runs per month 

IS 308 Number of compilations and/or assemblies per month 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 4 - INSTALLATION PERFORMANCE 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

For last 50 projects, defined as any job to which a specific 
charge or identification number is assigned, choose every 
fifth one (if less than 50 projects, use every third task), 
indicate the principal activity (see form), and complete 
the following specifications. 

IS 401 Name of principal activity (Dynamic file processing, static 
file processing, numeric computation, non-numeric proc- 
essing, on-line (process) control) 

IS 402 For each principal activity chosen indicate the percentage 
of the total installation workload which it represents. 

IS 403 Estimated development time (man-hours from the time of 
problem definition to the time that production capability 
is reached). 

IS 404 Actual development time (total recorded man-hours from 
the time of problem definition to the time that production 
capability is reached). 

IS 405 Estimated completion time for a production system, (hours 
from the time a job is entered into the installation to time 
that output is delivered to the user). 

IS 406 Actual completion time for a production system.    (Elapsed 
hours from the time a job is entered into the installation 
to time that output is delivered to the user). 

IS 407 Estimated computer running time.    (Time from start to 
end of run on a per run per project basis.) 

IS 408 Actual computer running time.    (Time from start to end of 
run on a per run per project basis.) 

IS 409 Was project completed on schedule?   If response is "yes," 
omit Specifications IS 410 and IS 412. 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 4 - INSTALLATION PERFORMANCE (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 410 Number of days project was completed ahead of schedule. 
If response is not 0 (zero), omit Specification IS 412. 

IS 411 Number of hours expended (above +, below -) budget + 

hours 

IS 412 Number of days project was completed behind schedule. 

IS 413 Number of dollars expended (above +, below -) budget 
+ 

hours 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 5 - PROGRAMMER PERFORMANCE 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

For those projects cited in the previous section complete the 
following questionnaire.   Indicate the number of hours 
spent on each area of activity by the 3 levels of programming 
personnel (junior programmers, programmers - journey- 
man, lead programmers) 

IS 501 Problem definition/system design hours 
hours 
hours 

IS 502 Problem analysis/logical analysis (use of a pseudo- language 
flow chart to product a problem-oriented solution) hours 

hours 
hours 

IS 503 Machine dependent flow charting (using the source language) hours 
hours 
hours 

IS 504 Actual source language coding hours 
hours 
hours 

IS 505 Test data preparation and compilation or assembly of 
object code hours 

hours 
hours 

IS 506 Number of checkout runs against prepared test data hours 
hours 
hours 

IS 507 System test against actual data for integration into the 
system chain hours 

hours 
hours 
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INSTALLATION OPERATING SPECIFICATIONS 

PART 5 - PROGRAMMER PERFORMANCE (CONT'D) 

SPECIFI- 
CATION 
NO. 

SPECIFICATION RESPONSE 

IS 508 Documentation hours 
hours 
hours 

IS 509 Total computer time used in Specifications IS 505,  506,  507 hours 
hours 
hours 

I 

IS 510 Supervisors complexity index assigned to this task.   Com- 
plexity is rated on a scale from 1 to 10 based on   1) non- 
similarity to previous tasks, 2) degree to which previous 
coding segments can be utilized, 3) magnitude of total task, 
4) number of system logic interfaces. 

i 

IS 511 Number of   source language program steps 

IS 512 Number of system design or problem definition changes that 
occur during the life of the project 
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